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CHAPTER |
INTRODUCTION

The analysis of weapon system life cycle costs (LCC) is an integral
part of the decision making process regarding Air Force systems acquisitions
(10:1). Life cycle costs, when related to USAF aircraft, consist of all costs
associated with the Research, Development, Test & Evaluation (RDT&E),
Production, and Operation & Support (O&S) phases (10:11). Defense procure-
ments in 1979 totaled almost $35 billion (3:12). Of that amount, approxi-
mately 45%, or almost $16 billion were expended on RDT&E programs
(3:102). The RDT&E costs associated with the F-16 alone amounted to over
$741 million over a six year period (6).

Although the use of life cycle cost analysis has been widespread it is
not yet a finished and fully effective management tool. Many acquisition
managers lack confidence in current LCC analysis techniques and are
uncertain as to their efficiency. This uncertainty becomes significant when
LCC analysis is used as an aid in economic tradeoff evaluations and in
funding decisions demanding reliable, internally consistent estimates of
absolute cost (10:1).

Cost estimating capability is only as accurate as the infor-

mation on which the estimates are based. On some large,

complex development programs, the degree of accuracy
surrounding an estimate may be -10% to +100% or more.

Decision makers must be informed about the degree of

accuracy so that they will not erroneously assume that an
estimate is accurate to within plus or minus 10% {2:15




Numerous cost models have been developed for each phase of a

system's life cycle. However, the models pertaining to the RDT&E phase

appear to be limited in their ability to accurately predict weapon system
development costs. This thesis focuses on a shortcoming present in all cost
models that have been examined by this thesis team. Most models place
heavy emphasis on production and O&S phase costs, by using parameters
identified through research of these two phases, to form the basis for the
models' cost estimating relationships (CERs). When applied to aircraft, the
research results in parametric equations unique to each aircraft type
(fighter, attack, and cargo/bomber) for the production and O&S costs
elements (i.e., the equation developed to estimate production cost elements
for the F-15 would be different from that of the C-141). However, separate
parametric equations based on aircraft type are not utilized to predict
RDT&E costs. All existing models establish one CER equation that is used
regardless of type aircraft for RDT&E cost estimates. That is, the models
establish one algorithm for RDT&E that is used regardless of whether the
aircraft is a fighter, attack, or cargo/bomber. Chapter Il will examine and

discuss selected algorithms in more detail.

Problem Statement

Airframe RDT&E costs are currently estimated by using one general
CER in all existing models rather than a unique CER for each aircraft type.
This practice may have substantial impact on the accuracy of RDT&E cost

estimates and subsequent program funding.

ik




Justification for Research

In the purview of acquisition managers, cost estimating techniques
must be refined to more accurately predict weapon system costs. In this
light, valid cost estimating techniques should be developed which reflect the
unique cost characteristics for each aircraft type throughout each phase of
the acquisition process. Common sense dictates that RDT&E cost equation
for a small supersonic fighter aircraft, such as the F-16, should be different
from the RDT&E cost equations associated with a large subsonic aircraft
such as the C-5. Any attempt to estimate RDT&E costs for such dissimilar
aircraft types using common and general CERs is likely to result in less
accurate cost projections than could be obtained by using separate CERs for
each aircraft type. As an example, a cost model developed by Grumman
Corporation projected RDT&E costs with general CERs that had been
developed using fighter, attack, and cargo airframe cost elements. The
resulting estimates for airframes ranged from a 30% underestimate to a
20% overestimate (13:208).

The base mode! referred to throughout this thesis is the model
initially developed by Grumman in 1976, as revised in 1980. This model is
one of the most recently developed cost estimating tools and is based on
data pertaining only to fairly recent procurements. The data base is
available and has been verified for accuracy. Additionally, the Grumman
model is useful for performing cost/design and performance trade-offs due
to the airframe characteristics identified and included in the model as cost

drivers., The Grumman model is reviewed in Chapter Il of this thesis.




Purpose and Objective

This thesis is restricted to the development of algorithms that are
structured for a single design type aircraft. An attempt to develop separate
CERs by aircraft type for airframe RDT&E cost elements is based on logical
cause and effect relationships between the dependent variables and indepen-
dent variables. This logical relationship is supported by factor analysis and
multiple regression analysis. The CERs that are developed are statistically
compared with the base model in order to determine relative accuracv in

predicting RDT&E costs.

Research Hypotheses

1) The initial research hypothesis proposed by this thesis is that a
unique CER exists for each type of airframe (fighter, attack, cargo) for the
RDT&E phase of the acquisition process.

2) The second hypothesis is that the unique CERs more accurately

predict airframe RDT&E costs.

Scope
An attempt is made to develop CERs that pertain only to RDT&E

airframe development costs. The CERs are developed based on data
gathered on several fighter, attack and cargo aircraft, all in the "A"
configuration. The analysis is limited to fighter, attack and cargo because
of the limited and insufficient data available on all other aircraft configur-

ations (trainer, bomber, etc.).

General Research Plan

This thesis research effort logically gathers data on all three types of

airframe structures, groups the airframes by means of correlation of




characteristics through the use of factor analysis, and develops an algorithm

for the grouped data by using multiple regression analysis. The resulting
CERs are then compared to CERs of the base model by using statistical
tests of significance and measures of accuracy.

Support of the thesis hypotheses indicates that greater accuracy
should be achieved by using specialized CERs. Improved cost estimates
ailow improved budgeting by DoD and Congress, and decrease the chances of
cost overruns which may be viewed as politically unacceptable and ulti-

mately may lead to cancellation of the program.
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CHAPTER I
LITERATURE REVIEW

Introduction

A number of tools and techniques have been developed for use in
estimating different categories of weapon system costs. For many years
estimates of aircraft airframe costs were based primarily on weight.
However, cost estimators have continuously searched for other aircraft
characteristics that (1) will, in combination with weight, provide consis-
tently accurate estimates, (2) are logically related to cost, and (3) can easily
be determined prior to actual design and development, thus allowing for
trade offs between cost and performance/physical characteristics (8:1).

Three of the most popular methods currently used for cost estimating
are the analogy method, the engineered method, and the parametric method.
The choice of which cost estimating method should be used is often
governed by the time available for the estimating effort, the degree of
system definition at the time of the analysis, the kind and amount of input
data available, and the level of detail required (15:7.3).

Each of the three methods is described in the following paragraphs.

Analogy Method

When applying this method, estimated costs of the new items are
derived from past costs of items that are at least similar in all important

respects. The reasonableness of the quotations or prior prices must be




established and an allowance made, through use of adjustment factors, for
all differences between the proposed item and the past items used for
comparison. Data used for making analogous estimates is normally taken
from a library of catalogs and historical records of recent procurements,
and includes information on the specification, schedule, and the contracting
environment in which the item was procured (7:4, 5).

The need to rely on past procurements of similar items, based on the
analyst's judgement, is one disadvantage to using the analogy method
(15:7.5). A second disadvantage is that the adjustment factors used to
account for differences are completely subjective. They are based solely on
the analyst's judgement regarding the magnitude of the differences between
the proposed item and the past items used for comparison. Additionally,
analogy models tend to have limited usefulness with respect to design trade
off applications since they ordinarily compute costs as a function of
parameters such as mean time between failures and maintenance man-hours
per flying hour. They do not relate costs directly to performance and design
parameters and, therefore, cannot be used early in the conceptual phase of
development when trade offs relating to performance/design parameters are

usually made (1:24).

Engineered Cost Method

Estimations made by this method are based on an extensive know-
ledge of the system characteristics, requiring the cost analyst to have a
detailed knowledge of the system, the production processes, and the
production organization. A total project cost estimate is obtained by

consolidating estimates from the various separate work segments (15:7.5).




If detailed cost data is available, the engineered cost méthod is
preferred for making cost estimations (15:7.6). However, the required cost
detail is not usually available early in the development process, particularly
for DoD procurements, making this approach difficult to apply (15:7.5).
Commonly, by the time detailed information is at hand many decisions have
already been made and the choice among various initial alternative systems
has been reduced to only a few (11:5-8). In addition, the engineered cost
method is generally more costly and time consuming than other cost
estimating techniques. One major defense firm has indicated that use of
this method for estimating only airframe costs requires more than %,000
separate estimates (15:7.6).

Parametric Cost Estimating

When applying parametric cost estimating techniques, the cost of a
new item is based on physical and performance characteristics as well as
costs of previously procured items (7:6).' Through curve-fitting techniques,
system cost is related to a combination of system parameters, such as
physical dimensions, weight, maximum speed, etc. The relationships estab-
lished, in the form of mathematical equations, are referred to as cost
estimating relationships (CERs), which can be quite simple or very complex.
Normally, the dependent variable in a CER is a cost element, such as
engineering labor hours, while the independent variables are system para-
meters. CERs have been developed to reflect RDT&E, production, and/or
operating and support (O&S) costs. They can be applied to individual

segments of these costs or can reflect a composite of them all which results

in a total system cost (11:5-6).




If detailed cost data is not available, parametric cost estimating is
preferred over other methods for at least three reasons: (1) CERs can be
developed and used early in the preliminary design stages of RDT&E to
study the effects of varying parameters on system cost, thus allowing cost
comparisions of different alternative designs; (2) the relationships developed
can be used to obtain preliminary cost estimates before the details of design
or O&S concepts are certain; (3) they require less input data than engineered
models and can be more easily used for sensitivity or parametric analysis
(1:26).

DoD is currently emphasizing the utilization of design to cost (DTC)
techniques in all major weapon system acquisition programs. DTC calls for
establishing weapon system cost parameters that can be translated into
"design to" requirements. All R&D, production, and operating costs are
directed to be principal design considerations. The focus is on practical
trade offs weighing costs against system capability and program schedule
requirements (16:2).

Of the three cost estimating techniques previously described, para-
metric cost estimating best lends itself to the implementation of DTC and
its inherent trade offs between cost and physical/performance charac-
teristics of a weapon system. In order for DTC to be effectively applied, it
must be utilized early and throughout a development program. Early
utilization of the engineered cost method is usually not possible due to the
requirement for detailed cost data not yet available. The analogy method is
also inappropriate for DTC application since the analogy models do not

normally relate costs directly to performance and design parameters.




The remainder of this chapter reviews studies designed to develop
parametric cost estimating models with emphasis on their application to
airframe RDT&E costs.

Model Review
PRC 547-A, April 1967

One of the early attempts at estimating airframe development and
production costs was undertaken by the Planning Research Corporation. The
primary objective of the study was to develop suitable techniques for use in
cost-effectiveness studies and evaluation of contractor proposals (14:vii).

The model, developed by use of multiple stepwise regression, consists
of three distinct cost elements: direct manufacturing labor, manufacturing
materials, and engineering and tooling (combined as one element). The
sample included forty-one aircraft, both propeller driven and turbojet,
dating as far back as 1940. The aircraft characteristics used as independent
variables were speed, weight, and functions of these (e.g., speed squared)
(14:01-2).

The cost estimating methodology involved deriving separate esti-
mating equations for each cost element at production units 10, 30, 100, and
300. These estimates are then used to derive cost-quantity curves to enable
cost estimation for any desired quantity (14:1lI-1). To illustrate, in order to
estimate the cost of manufacturing labor for aircraft unit 1, four separate
estimating equations were developed (one each for quantities 10, 30, 100,
and 300). The estimated cost for manufacturing labor (expressed in average
cost per airframe) is then plotted on logarithmic graph paper. A "best-fit"
straight line is then drawn through the four points and extended back to the

vertical axis to obtain an estimate of unit 1 (prototype) manufacturing labor
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costs. Thus, twelve equations were developed, four for each cost element,
to derive three cost estimating curves.
The coefficients of determination (Rz) for the CERs derived for

airframne unit 10 are listed below for each cost element:

Cost Element ﬁ
Manufacturing Direct Labor 8172
Manufacturing Materials .8354
Tooling and Engineering .8028

Although the R2 values appear significant it should be remembered
that these values apply only to the CERs developed for estimating the costs
of airframe unit 10. It should not be assumed that the same coefficient of
determination, an indication of regression line fit, is applicable to estimates
made of airframe units other than 10, such as one or two, which might be
prototype airframes. The study does not attempt to develop separate cost
equations for prototype and production costs. Instead, the curve-fitting
technique previously described results in "backing-in" to the cost of the
early airframe units, irregardless of whether the units are prototype or
production airframes.

One of the difficulties inherent in this study is the heterogeneity of
the sample used to derive the CERs. There is no attempt to stratify the
data according to aircraft type (cargo, fighter, attack, etc). The physical
and performance characteristics' of the sample aircraft, as well as the

period of their development and production, differ widely.
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Rand Studies

A number of studies relating to aircraft cost estimating relationships
have been performed by the Rand Corporation. Two of the Rand studies
which discuss airframe development costs are summarized in the following
paragraphs.

R-761-PR, December 1971. This report presents separate CERs for

the following cost elements pertaining to airframes: engineering, develop-
ment support, flight test operations, tooling, manufacturing labor, manufac-
turing material, and quality control, as well as a separate set of equations
for prototype development. The CERs are expressed as exponential
equations derived by multiple regression techniques which relate costs or
man-hours to aircraft physical and performance characteristics (9:1).

The equations were derived from historical data on twenty-nine
post-World War II military aircraft, including cargo, tanker, fighter,
bomber, and training aircraft, that were produced in quantity for opera-
tional military use. Most of the aircraft are turbojet, with a few propeller
types included, and range in speed from low subsonic to iVIach 2.2 (9:1). The
majority of the cost and hour data used as dependent variables were
obtained from the contractor. The aircraft physical and performance
parameters (independent variables) found to be most useful for explaining
variations in cost and man-hours are quantity, AMPR weight, and maximum
airspeed at optimum altitude.

Of the twenty-nine aircraft included in the data base, fourteen were
begun as prototype programs, with the remainder procured more or less

under the concurrency method. The equations derived for prototype

development (which approximates RDT&E) are:
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Prototype Engineering (Total hours)

76 S .856 Q .960

E = 8.634 A
P p

R? (unadjusted) = .65

Prototype Development Support (Total 1970 dollars)

Dp = 065 A .366 S 2.267 Qp 485

R2 (unadjusted) = .88

Prototype Tooling (Total hours)

466 S .633 482

Q

T = 57. A
p 57.335 P

R2(unadjusted) = .60

Prototype Manufacturing (Total hours)

1.366
p

R2 (unadjusted) = .98

L = .3019A 1.1185.410

p Q

Prototype Material (Total 1970 dollars)

M= Lsa-85gl213 o 622

P P
R? (unadjusted) = .64
Where A = AMPR weight (Ib),
= maximum speed (knots) at best altitude,

Q. = protoype quantity  (9:29)
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Separate relationships were not derived for flight test costs or
quality control costs relating to the RDT&E phase in this report. Addition-
ally, CERs for manufacturing cost data were developed from the entire data
set, including the concurrent procurements, and were not derived for the
sole purpose of estimating prototype airframe costs.

This model received criticism from its users because of two per-
ceived shortcomings: (1) the only two major explanatory variables were
weight and speed; and (2) all aircraft were lumped together rather than
treated as classes (e.g., fighter, attack, cargo, etc.). As a result of this

criticism, Rand initiated a study in 1976 to produce a new estimating model.

R-1693-1-PA&E, February 1976. This study was sponsored by the

Office of the Assistant Secretary pf Defense as part of a research program
focused on improved methods of estimating the development, procurement,
and operating costs of new weapon systems. Generalized equations are
presented for estimating development and production costs of aircraft,
again primarily on the basis of weight and speed. A separate equation is
provided for estimating prototype aircraft development costs.

Initially, 16 aircraft (including such antiquities as the B-47, F3D,
F-84, F-86, and F-89) were used to derive prototype airframe estimating
equations for each major cost element. The results were very poor
statistically and it appeared that the equations were not reliable (8:50).

The six oldest aircraft were deleted from the sample and a second
attempt was made at deriving a reliable estimating equation for each major
cost element. As shown in the following table, the results were again

statistically poor (8:50).




Wﬂ*v

Independent Variable

Weight Speed Quantity
Cost Element R? T-Ratio LS* T-Ratio LS T-Ratio LS
Engineering Hours .166 1.027 .66 .118 .09 --- ---
Tooling Hours L4046 1.561 .84 -.334 .25 --- ---
Manufacturing Hours .590 3.175 .98 --- --- .62 45
Manufacturing Material ,356 .793 .55 --- ---  1.914 .90
Flight-test Cost .189  .829 .57 1.274 .76 -—- .-

*Level of significance
An equation was then derived by combining the individual cost
elements and dealing with total prototype program cost. The following

equation was obtained:

TC, = 11154 (wn) > () %
R? = .75
F = 10.4
Where TCP = total prototype program cost (1973 $)
wt =  airframe unit weight (Ib.)
N = number of prototypes

The problem with estimating prototype development costs, according
to the report, is that there is little homogeneity among prototype programs
(8:49). The samples used in this study were not limited to aircraft developed
under a fly-before-buy concept. According to the authors,

The problem is one of definition and of sample size. If we
define a prototype program as one in which the first lot
consists of 3 aircraft or less, we clearly will include programs
in which preproduction costs are incurred in the first lot. If
we define a prototype program as one in which no thought

whatsoever is given to production considerations, our sample
will dwindle to a very few aircraft..[8:49.
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Although the equation developed to estimate total prototype program
cost appears to approximate the cost of current prototype programs fairly
well, "...this is clearly an area in which further research is required [8:5] "

Thus, no attempt was made to group the aircraft by type (attack,
fighters, cargo, etc) when developing the prototype airframe cost equations.
However, the study did explore stratification when developing CERs for cost
elements other than prototype program costs. This attempt at grouping by

type did not yield satisfactory statistical results.

FR-103-USN, September 1973

This report was prepared by J. Watson Noah Associates, Inc., for the
Chief of Naval Operations, USN. The contract was originally awarded to
examine aircraft R&D costs, and to derive CERs for their estimation.
However, it became apparent very early in the effort that historical R&D
costs would be very difficult to isolate with a significant degree of
certainty. It was therefore decided that both R&D and production costs
should be examined (12:iii).

The data base consisted of historical costs and characteristics of
thirty-five airframes. Airframe costs were aggregated to include engin-
eering, tooling and manufacturing labor, and materials costs (12:v).
Although no attempt was made to develop separate equations for airframe
RDT&E costs, the costs were divided into non-recurring and recurring costs.
The non-recurring costs include much of what is commonly referred to as
RDT&E costs and encompass the following costs:

l. Preliminary design effort for translating concepts and require-

ments into specifications as well as for modifications of existing

systems.
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2. Design engineering entailing the specification and preparation of

the original set of detailed drawings for new systems as well as
for major modifications of existing systems.

3. Tests, test spares, and mock ups regardless of when they occur
during the program life.

4. All tooling, manufacturing, and procurement costs specifically
incurred while performing development or tests, except for the
manufacture of complete units during the development program.

5. The initial tools and all duplicate tools produced to permit the
designed production rate for a program.

6. Training of service instructor personnel.

7. Initial technical data and manuals preparation (12:22, 23).

The CERs were developed by using multiple regression analysis and
involved three major steps. First, a large number of variables in different
combinations and functional forms were screened. An examination of
conventional regression statistics (t-ratios, Rz, standard errors of estinate,
etc.) resulted in the elimination of several candidate variables. The
preferred CER was then developed and a prediction interval was computed.
As a form of validation, the equation was used to predict known costs (based
on known characteristics) for one or more aircraft which had been tempor-
arily excluded from the data base. Provided these results proved satis-

factory, all of the observations were included in the CER development and

the coefficients were re-estimated (12:44, 45).
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Screening of candidate variables which might drive airframe
non-recurring costs resulted in selection of the following:
= Maximum speed
=  AMPR weight
Ratio of gross take off weight to AMPR weight

= Technology index

0O =2 B > U
"

=  Complexity dummy

The technology index variable was included to help explain the
evolutionary materials changes which have occurred in airframe manu-
facturing. The complexity dummy was included because the CERs devel-
oped seriously underestimated the costs of four aircraft (F-102, F-106,
B-58, and F-111). The use of the dummy variable was justified for these
aircraft on the basis that each had a major mission or performance
parameter which required significantly new and complex technology (12:47,
438).

Regression analysis resulted in the following CER for predicting
non-recurring airframe costs (12.66):

Cost = -5.945 + .00663S + ,05138T - 1.4071R + 6.74926 C

N = 32

R? - .47

No attempt was made to develop separate CERs for each element of

airframe non-recurring total costs. The study did not address grouping the

aircraft by type; instead, the entire sample was used to develop each CER.
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Modular Life Cycle Cost Model (MLCCM), January 1980

This model was initially completed by Grumman Aerospace Corpor-
ation in October, 1976. The 1980 version is essentially the same except the
model has been updated to include the most current data available.

The MLCCM is one of the most complete models yet developed with
regard to the number and type of cost elements included. The model can be
used to estimate airframe, engine, and avionics costs in the RDT&E,
production, and O&S phases. Additionally, CERs are available for each
aircraft type (fighter, attack, and cargo) for the production and O&S
portions of this model.

The data base consists of cost elements and performance/physical
characteristics from sixteen different aircraft, including such recent pro-
curements as the F-15 and F-16. The cost elements used as dependent
variables for the airframe RDT&E phase include: engineering labor, tooling
labor, manufacturing and quality control (Q.C.) labor, manufacturing
materials, and other direct charges. The following parameters are ident-
ified as major RDT&E airframe cost drivers and are used as the dependent
variables: ultimate foad factor (NZULT), maximum mach number
(MAXMACH), total wetted area (TWTAREA), maximum takeoff gross
weight (TOGWMAX), and number of prototype aircraft (PROTO) in the first
buy (13:59-62). Both the dependent and independent variables are defined in
Chapter 3 of this thesis.

Using regression analysis, the following CERs for airframe RDT&E
costs were developed from a data base of {6 aircraft, including 8 fighters, 4

cargo, and & attack, all in the "A" configuration:
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2.

Total Engineering Labor (Manhours)
1271

)1.7218 39856

= 47561 (PROTO) (NZULT (MAXMACH)

(TWTAREA)!-2788

Total Tooling Labor (Manhours)
- 7.6038 (PROTOI32200  (NnzuLT)!*223%  (MAXMACH) 34498
(TWTAREA)!+2137

Total Other Direct Changes (1975 $)

= (24.265 X 10~4 (PROTO)"*3263 (NzuLT)!7087 (MAXMACH) 16!

(TWTAREA)!-2877

First Airframe, Manufacturing Materials (1975 $)

1.0623 41612

= (91.699 X 10”6 (PROTO)'}342% (NZULT)
(TOGWMAX) 33621

(MAXMACH)’

First Airframe, Manufacturing and Q.C. Labor (1975 $)

.38972 .99829

= (672.54 X 10~%) (PROTO) 846 (NZULT)
.30029

(MAXMACH)

(TOGWMAX)
(13:60, 61)

Grumman did not include values for the coefficient of determination

(Rz) in the report. Thus, it is difficult to determine how much of the

variation in airframe RDT&E costs is explained by the parameters chosen as

independent variables. Although the aircraft were stratified according to

type for estimating the production and O&S costs, this was not done for the

RDT&E phase. No rationale was presented that explained why the aircraft

were not grouped by type when dealing with airframe RDT&E costs.
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Summary

Five studies designed to develop parametric cost estimating models
which accurately predict airframe costs have been discussed. The models
described were developed as long ago as 1967 and as recently as 1976, with
updates as recent as 1980. Each of the models addresses airframe RDT&E
costs in varying degrees of detail. All of the models were developed by use
of a multiple stepwise regression using data bases of varying sizes, including
aircraft of late and early vintage. For all but the Grumman MLCCM, the
primary airframe RDT&E cost drivers were identified as being only speed
and weight. None of the studies grouped the aircraft by type (fighter,
cargo, attack) when developing the CERs pertaining to airframe RDT&E
costs.

Cost estimating relationships are used not only to estimate cost
elements, but also to make cost comparisons between various alternative
system designs through sensitivity analysis. The identification and inclusion
of a greater number of cost drivers as independent variables makes sensi-
tivity analysis a more viable tool when choosing between design altern-
atives. For example, alternative A may call for a design ultimate load
factor of 11 g's while aiternative B may require an ultimate load factor of 9
g's. If ultimate load factor is indeed a major cost driver ( and thus an
independent variable in the CER) then a cost performance trade-off analysis
is possibie using the CER. However, if the alternatives being compared do
not have significant differences in weight (and weight and speed are the only
independent variables) then a cost/performance trade-off analysis is not as

easily performed.




The data base used in each study was very heterogenous in nature.

That is, all aircraft are lumped together regardless of type as well as their
period of development and production (the aircraft included in the Grumman
MLCCM are more recent procurements). This heterogeneity makes the task
of developing statistically strong CERs a difficult one.

This thesis focuses on grouping the aircraft by type when developing
airframe RDT&E CERs. Chapter Il contains the methodology of this thesis,
including treatment of the data base, as well as the statistical methods used

in the analysis.
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CHAPTER 1II

METHODOLOGY

Basic Methodology

This section constructs the logical flow of tasks that must be
accomplished to test the stated hypotheses that 1) a unique CER exists for
each type of aircraft airframe for the RDT&E phase of the acquisition
process, and 2) the unique CERs provide more accurate cost estimates than
a single generalized CER. The data was researched and collected for each
type of aircraft, but only for the "A" configuration of that aircraft. Some
cost models have included the "A" configuration plus subsequent configura-
tions, which provides for a larger data base but also skews the analysis
towards those aircraft with more than the basic configuration involved in
the data base. This practice can also significantly underestimate develop-
ment time in terms of engineering hours, labor hours, and other direct costs.
The data was then analyzed with the aid of factor analysis. The character-
istics shown to be correlated by factor analysis indicate whether the
different types of aircraft airframes should be regressed together or
separately "o obtain the regression equation. Based upon the results of the
factor analysis, the variables were regre ~=~d using a step-wise regression.
Prior to the regression analysis the variable. rere converted to logarithms
to provide the optimum log-linear relationship. The first series of regres-
sions were run without consider:ng the possibility of multi-collinearity, and

the resulting F-value was compared to the base model. Subsequent
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regressions were accomplished considering multi-colineararity and
-attempted to remove it by using interaction terms or by eliminating those
variables that are highly correlated to variables already in the regression
equation. The results of this thesis methodology were evaluated by
comparing the F values and beta coefficients of both the thesis generated
mode! and the base model. Additionally, tests were performed on the beta
coefficients to determine the significance for all resulting regressions and
the base model. The analysis also developed confidence intervals for all
beta coefficients to explore the possibility\e.{_-the beta value existing * thin

the same significant range of values developed\t;} the different models.

Data Base
Data are the key ingredients in any analysis. Accurate data are
essential in the development of any model because the CERs are a direct

reflection of the input parameters. The process of collecting data for cost

analysis has been a difficult path to follow since most contracts fail to
procure and document the detailed data necessary to conduct an analytical
study. To further complicate the data collection, accounting practices
differ from company to company, and even differ in the same company over

a period of years. Additionally, strict definitions of terminology and

methods of data collection must be used to ensure compatible data files.
The injtial consideration for selection of data is that the data must
logically be a determinate of what is estimated. Therefore, data used to
estimate RDT&E costs for airframes should be factors of the structural
complexity of aircraft design. Rand supports this logic somewhat in the

selection of their model's independent variables, weight and speed, which
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are indicators of the structural design features of the aircraft. Further-

more, independent structural design engineers indicate that any airframe
cost (RDT&E or Production) is driven by the performance, size and weight
of the particular aircraft (4, 6). Grumman supports this logic in the
development of their own cost model by developing CERs that use perform-
ance, size and weight as leading design parameters in estimating airframe
costs.

The number of prototypes logically reflect the number of liDT&F.
manhours spent on tooling and manufacturing, and the dollars spent on
RDT&E manufacturing materials. Additionally, the number of prototypes
logically indicate the level of manufacturing facilities utilized in the initial
production of an airframe assembly (4, 6).

The data used to develop this thesis were collected by Air Force
Flight Dynamics Laboratory (FXB) over a period of several months from
various sources, and were cross-checked by FXB with other sources to
ensure accuracy and authenticity. Additionally, the Aeronautical System
Division Comptroller's office provided further assurance of the data
accuracy. The data utilized is a subset of that provided to Grumman
Areospace Corporation and therefore provides an excellent standard for
comparing study findings. The subset used pertains solely to aircraft
airframes, whereas the Grumman study entailed a study of the total aircraft
including avionics, engines, and aircraft structure. The following are
definitions of the design parameters utilized by Grumman and this thesis for

development of airframe structural CERs.
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Independent Variables:

1.

NZULT - Ultimate Load Range: 3.75 to 12.75 (Number)

Factor that indicates the environment in which the airframe will
operate; a reflection of g-level necessary for operational effi-
ciency. A high number indicates g-loads encountered by fighters
and attack aircraft; whereas, a low number indicates the envir-
onment that is encountered by a cargo aircraft.

MAXMACH - Maximum Mach Range: 0.54 to 2.30 (Ratio)

Maxmach ratio relates the speed of the aircraft to the speed of
sound. Additionally, it indicates increasing structural com-
plexity which accompanies the high power levels and subsystem
complexity necessary to achieve supersonic flight.

TWTAREA - Total Wetted Area Range: 1200 to 32,900 (FTZ)

Total wetted area relates to parasite drag, which in turn is a
measure of the thrust required to attain a given mach number
which relates to airframe strength. TWTAREA also directly
measures the size of the airframe.

TOGMAX - Maximum Takeoff Gross Weight  Range: 24,500 to
764,000 (LB).

Airframe weight relates to the cost of material and the labor to
put it in place as well as the maximum takeoff gross weight.

PROTO - Number of Prototype Aircraft Range: 2 to 42
Number in first buy

Proto is simply the number of aircraft purchased under the
research and design phase of the program. It significantly
influences tooling, engineering, and manufacturing labor (10:62).

Dependent Variables:

1.

ENG - Engineering Labor

Includes all direct and overtime labor charges except premium
pay, including off-site labor where applicable plus the systems
engineering and program management required to design and
analyze the airframe and provide liason for its construction.

TOOL - Tooling Labor
Includes all direct and overtime labor charges except premium

pay, including off-site labor where applicable, to provide tools to
manufacture the airframe.
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3.  MANF - Manufacturing Hours

Includes all direct and overtime labor charges except premium
pay, including off-site labor where applicable to manufacture of
airframe.

4.  MANMAT - Manufacturing Materials

Includes material to manufacture the airframes plus manufac- .
turing and quality control, travel, relocation and premium pay;

procured materials under termination; shipping charges; insur-

ance on aircraft; applicable Government Furnished Equipment

and Contractor Furnished Equipment material; and miscellaneous

charges.

5. ODC - Other Direct Changes
Includes Special Test Equipment; tooling materials; travel, relo-
cation and premium pay for engineering and tooling labor.
(10:60)

The data consists of independent and dependent variables gathered on

16 aircraft: 4 attack, 4 cargo, and 8 fighters. A complete listing of the

data can be found in Appendix A.

Statistical Procedures

The procedures utilized during this research will be factor analysis
and regression analysis. The following is a brief description of these

analyses and the statistical implications.

Factor Analysis

Factor analysis is a multivariate technique to reduce a number of
variables to a few interpretable constructs. Factor analysis is used
primarily for grouping data on a statistical basis and empirical clustering of
observations. Simply stated, factor analysis develops a few constructs for
the total set of observed variables based on interrelationships. None of the

variables are treated differently from the others, as ¢...- sed to multiple
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regression, in which one variable is considered the criterion (dependent)
variable and all others the predictor (independent) variables. Factor
analysis considers each of the observed variables as a dependent variable
which is a function (construct) of some underlying, latent, and hypothetical
factors. Conversely, each factor can be looked at as the dependent variable
which is a function of the observed variables.

Factor analysis has some basic concepts and terminology. A factor is
a linear combination of the observed variables. In other words,

F= @[ Xy + A5Xy + BgXq + e + 3 X

In this logic, the factor equates to the dependent variable (y) in
multiple regression. The primary difference between factor analysis and
multiple regression is that the total observed variables are grouped in a
manner such that more than one factor is derived. Therefore, the following
relationship may be developed using factor analysis

Fi=apx + 3%+ 331%3
2° 34254 * 352%s5
3g3%6 * 373%7

The above analysis develops a three factor relationship derived by
using seven variables. The first factor consists of three variables (xl, X5
x3), the second (xu, x5) and the third (x6, x7). The important point to
remember is that each factor has coefficients for all seven variables in the
analysis but the coefficients may be zero or close to zero. Factor analysis
also provides a predicted score, similar to a regression analysis estimate (y),
for each individual factor developed, which is called a factor score. There-
fore,

F. = .+ . e .
il bl TR 2 TR R
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Thus, a primary difference between regression and factor analysis is
that each observation will be assigned as many factor scores as there are
factors and not just one score. The factor scores are summarized in a
factor scores matrix for each sample (analysis). The factor score is
correlated with the observed score for each variable, and summarized in a
factor loadings matrix. Factor loading can be described as the correlation
between the scores. If there are n variables and r factors, there will be a
total of (n x r} factor loadings.

There are three useful techniques to describe the relationship repre-
sented by a factor loadings matrix. The first is the eigenvalue, which is
mathematically identical to R2 used in multiple regression. To obtain the
eigenvalue, square the loadings of each factor and sum to get a "sum of
squares" for each factor. Each eigenvalue summarizes a fraction of total
variance. In order to obtain the variance explained by a particular factor,
its corresponding factor score sum of square must be divided by the number
of factors developed by the analysis. As an example, if the sum of squares
equal 2.68 for factor number 3, and there are six factors in the factor
loadings matrix, the variance explained by factor 3 would be 2.68/6 = .447 or
44.7% of the total variance is explained by this factor. The second
technique is called communality (hz), which represents the variance of each
variable summarized by two factors. Simply stated communality is the
percentage of total variance which is summarized in common factors. Com-
mon factors are those factors which are shared by at least two variables.
All other factors are call unique factors. The third technique involves
correlation prediction. Each factor loading represents a correlation

between a variable and a factor. Therefore, the predicted correlation
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between two variables can be generated by multiplying their factor loadings

on each factor and summing. As an example, if .68 and .59 are the factor

loadings for the first factor, variables one and two, and .28 and .32 are the
factor loadings for the second factor, variables one and two, then the
correlation between variable one and two would equal (.68 x .59) + (.28 X

.32) =.49.

Factor analysis is a multivariate statistical technique which can be
described as a set of techniques. It is intended that the preceeding pages
merely describe the basis of the procedures to be used in this thesis. Factor r
analysis is utilized to justify the developinent of separate cost equations for 1
the airframes of fighters, attack and cargo. Conducting factor analysis on
the performance characteristics of the airframe should result in a grouping
of factors that correlate with at least two definite groups, fighter and ,{A
cargo. If the above stated hypothesis can be statistically supported, then
the development of a cost estimating equation for each different type of
airframe during the RDT&E phase of an acquisition would appear justified.
Additionally, if attack airframes do not appear statistically different from

the fighter airframes, then one general equation can be developed for both

types.. Following -the factor analysis portion of the research, the data is
regressed to develop CERs for each dependent variable based on the factor

loading groupings.

Regression Analysis j

The regression procedure utilized in this thesis is a linear multiple
regression. This means that the relationship between y (the dependent

variable) and each one of the independent variables is linear when expressed

in logarithms. Assuming linearity, and letting Bo (Beta) equal the
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y-intercept, !@51 equal the slope of the relationship between y and X}, B2
equal the slope between y and X5 and so forth, until the list of independent

variables is exhausted (represented by B, X m)’ plus an error term (e), yields

the resulting regression equation:

y=c+Bix)i+Boxg v ovn B Xt ,

The coefficients By» By ...B n e called partial regression coefficients,
since they indicate the influence of each independent variable on y with the

influence of all other variables held constant.

There are seven important assumptions when using multiple regres- 1

sion. They are: 1
Assumption 1. The e, are all independent of each of the m indepen- r'

dent variables. y

Assumption 2. The errors for all possible sets of given values Xy l

Xgyeewe X are normally distributed. ' 4

Assumption 3. The expected value of the error is zero for all i

possible sets of given values.

Assumption 4. The variance of the errors is constant for all possible
sets of given values.

Assumption 5. Any two errors e. and e. are independent, therefore,
the covariance is zero.

Assumption 6. None of the independent variables is an exact linear
combination of the other independent variables.

Assumption 7. The number of observations (n) must exceed the «
number of independent variables (m) by at least two ]

(i.e.y n-m+2) 53411, 412.
The procedures used in this thesis consist of log-linear step-wise
regression. A statistical text book will provide a more detailed explanation

of the regression procedures and statistical testing. However, the most

important aspect of regression analysis testing which is pertinent to this

thesis is explained. In order to understand regression and the testing for
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significance the following concepts must be understood: the sum of square

total (SST or total variation) is equal to the sum of square error (SSE or
| unexplained variation) plus the sum of square regression (SSR or explained
‘ variation). This can be written as:

SST = SSE + SSR

n 2. 2 0. .2
8 (yi - y) =3 (yi - ?I) + S (Yi - )’)
i=1 i=1 i=1

Where:
Y = the average value for y
Y, = the actual value for the ith observation
?i = the predicted value to the ith observation

This relationship provides the basis for testing for the significance of the
regression equation. The statistical tests used in this thesis are defined '
below. These tests indicate the "goodness of fit" of the model and establish
relative error bounds on predictions.
Mean Squared Error (MSE) is an unbiased estimator of the model's
variance, and is obtained by dividing SSE by the degrees of freedom.

n
MSE = T (y, -5)? = 3£
i=1

n-k
n-k
Where:
y, = dependent variable J
;'i = regression estimate for Y
n = number of observations i
k = number of independent variables :
k+l = number of parameters estimated
SSE =  sum of squares error. ‘




A small mean squared error is desired and is indicative of a good

estimate for y and a small degree of error. This can also be stated as such:
a small MSE indicates that a significant portion of the variance between Y
and Y is explained by the regression equation.

The Coefficient of Determination (RZ) measures how well the explan-
atory variables account for the variations in the actual cost data. The
coefficient R2 measures the proportion of total variance about the mean of

y that is explained by the regression.

n
L ;-9
R2 - ) i=1 _l_SSE_SSR
) n -2 SST = SST
i=1
Where:
Y; = dependent variable
?'i = regression estimate of y;
Yy = mean of dependent variable
SSR = sum of squares regression.
SST =  sum of squares total

Ideally, the coefficient of determination can be written as:

R2 - Explained V_ariance
Total Variance

The value of R2 lies between zero and one and can be directly
converted to the coefficient of correlation by taking the square-root of the
value. This thesis uses R2 since its interpretation can be better utilized

than can the coefficient of correlation.
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Another useful statistic is Students' t, which is used to determine the

significance of an individual parameter, and is used in computing the
confidence intervals and prediction intervals,

To test the significance of an individual coefficient (B,) in the
regression equation, a test is used which is similar to that for the slope in
simple linear regression. The null hypothesis, Ho : Bi = f, means that the
varijable x; has no linear relationship with y, holding the effect of the other
independent variables constant. The best linear unbiased estimate of Bi is
the sample partial regression coefficient bi‘ Under the assumption that the

error is normally distributed, the test for the null hypothesis follows the

t-distribution with n - (k + 1) degrees of freedom

Ho : Bi = 0
Then:
‘= bi -0
Sbi
Where:
H 0 ° Null hypothesis
Bi = Coefficient of the regression equation
b. = Sample partial regression coefficient

The amount of sampling error in the regression coeffi-

g

cient b; which can be written as:

SSE 1

n

z (xl - mz
1=1

Soi = notkel)




Where:

SSE

n =

k+l

k =

X, =
1

X =

When the generated value for t exceeds the critical value of t

(determined from a t-distribution table), then the null hypothesis of no

sum of squares error

number of observations

number of parameters estimated
number of independent variables
independent variable

mean of independent variables

significance is rejected.

To construct a confidence interval for Bi’ the equation below is used.

b.
i

Where:

a

al2

The t statistic is used to construct a confidence interval around the
regression coefficients for comparison with the regression coefficients of
the base model, and then to test for signficance using the base model as the
null (H o) hypothesis. This test can only be utilized for those portions of the
regression equation that are similiar. If the regression equations differ not
only in terms of B coefficients but also in terms of independent variables
the F-test is used to compare the two models. In fact, model x will not be
directly compared to model y but will be compared to the same basic
hypothesis (Ho). This type of comparision will result in the comparison of

the model by standarized statistical measures such as R2 and the F-ratio.

“t(a/2,n-2) i ¥BED Yt 2y Sy

level of significance
one half of the significance level (two-tailed

test)
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The F-test is based upon the common null hypothesis that there is not
a linear relationship at all in the population, i.e., that all B values are equal

to zero.

If this hypothesis were true SSE would be large and SSR would be
small. In order to obtain the F-ratio, the values for SSE and SSR are divided
by their relative degree of freedom (d.f.). The resulting ratios are called
the mean-square regression (MSR) and the mean-square error (MSE); the
ratio of MSR to MSE follows the F-distribution and is the F(CALC) value.

The degrees of freedom associated with SSE is n-(k+1), because (k+1)
parameters are being estimated. The degree of freedom for SSR is the
number of independent variables. Therefore the appropriate statistical
measurement to test the null hypothesis is the ratio of MSR to MSE, which
follows the F-distribution with appropriate degrees of freedom (Figure 1).

Therefore, the Ho = B1 = B2 = ... T Bm = fis tested by:

E - SSR/k - MSR

CALC ° SSEfln-k+) ~ MSE
To determine the significance of an individual coefficient (Bi)’ the
t-test should be applied (assuming the error is normally distributed). This
statistic is part of the computer output and verifies the significance of the
coefficient. Additionally, the F-test is used to test the null hypothesis (no
linear relationship) at the levels of signficance of 0.05 and 0.0l. These
results of the thesis generated model are then compared to the base model in
an attempt to determine the relative accuracy and confidence in the

regression equations.
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The F-Distribution

Figure {
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Summary

This section provides the basic statistical background required to

comprehend the analytical results presented in the following chaptei..
Chapter IV presents analysis of the data. The data analysis starts with a
review of the data to determine whether the independent variables are
logical estimators (cost drivers) of the dependent variables. Upon comple-
tion of the data review, the results and findings of the factor analysis are
presented. The results are then used as inputs for the subsequent regression
analysis. Once the regression results are examined, the equations are
compared to the base model in order to determine which model more
accurately estimates airframe RDT&E costs. ’

" Fl

RV




CHAPTER IV

ANALYSIS

The analysis in this chapter is presented in five distinct phases.
First, the expected logical parametric relationships are developed for each
dependent variable. Second, the airframe type groupings are developed
based upon the results of the factor analysis. Third, the resulting airframe
type groupings are regressed using both the dependent and independent
variables for each group. Fourth, the expected logical parametric relation-
ships are compared to the regression equations. Finally, the results of this

regression are compared to the base model (Grumman MLCCM, 1980).

Parametric Relationships

Logical relationships between the dependent and independent var-
iables must be developed to provide a basis for comparision to the
subsequently developed regression equations before any analysis is accom-
plished. Development of these relationships serves several purposes. First,
the development process serves as a crosscheck of the independent variables
relationship with the dependent variables. Statistically, it is possible to
have a good apparent predictor (independent variable) that is totally
unrelated to what it accurately predicts (dependent variables). Therefore,
the development of the logical relationship serves as a filtering process,
eliminating those variables that are unrelated and retaining those variables
that are logically related to the variable being estimated. Secondly, the

relationships can be used as a basis of support for the subsequent regression
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equations. And finally, the development process serves as an instrument to

support the validity of the analysis.
The major assumption contained in our parametric relationship
analysis is that the variables defined by the base model are in fact cost
drivers of the dependent variables. Based upon this assumption, the
hypothesized order of entrance and relative importance of the independent
variables are discussed in the followig paragraphs, with the anticipated
parametric relationship logically developed for each cost element.
The logical relationships presented below are for each of the depen- f
dent variables with each independent variable. It should be noted that the j
independent variables are listed in the order of expected influence on the
dependent variable. In the development of relationships, the first one or
two independent variables which enter the equation are expected to explain "‘
the major portion of the dependent/independent variable relationship. The
order nf entrance of the remaining three or four variables is exceedingly
difficult to estimate without performing a statistical measure of correlation
with the initial independent variables and the dependent variable (See
Chapter IlI). In general, we expect the value of the dependent variables
{measures of estimated airframe costs) to increase as the size, performance

or number of prototype increase.
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The variables are:

Independent Dependent
NZULT - Ultimate Load Factor ENG - Engineering Hours
MAXMACH - Maximum Mach ODC - Other Direct Charges
TWTAREA - Total Wetted Area MANMAT - Manufacturing Materials

TOGWMAX - Total Takeoff Weight TOOL - Tooling Hours

PROTO - Number of Prototypes MANF - Manufacturing Hours

Before proceeding with the parametric relationships it is important
to review the definitions of both the independent and dependent variables

presented in Chapter 3.

Engineering

Engineering relates to the direct and overtime labor hours required to
design and analyze the airframe and provide liaison for its construction. In
estimating this cost element it is logical to assume that three groups of
independent variables would dominate the estimated regression equations.
The three groups are represented by size (TOGWMAX and TWTAREA),
complexity (MAXMACH and NZULT), and the number of prototypes
(PROTO). One variable from each of these groups would logically enter the
estirnated regression equation before the second variable from either size or
complexity would enter the equation. This stated relationship forms a basic
rule for estimating the regression equations. However, this rule may be
overridden when a particular dependent variable appears heavily skewed
towards one of the groups. Based on this logic, the following represents the

hypothesized regression equation for engineering hours.

ENG = Function (TOGWMAX, PROTO, NZULT,
TWTAREA, MAXMACH).
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There is a possibility that the grouped variables representing size and
complexity are likely to exchange positions depending upon the correlation
with the dependent variable. However, in estimating the regression
equation for Engineering the rule pertaining to the groups appears to apply.
Therefore, the order of entx;a“nce of the first three independent variables is
likely to be one variable from each of the three groups since the engineering
dependent variable, by definition, is correlated to size, complexity, and the

number of prototypes.

Tooling

Tooling includes all direct and overtime labor charges, except pre-
mium pay, including off-site labor, to provide tools to manufacture the
airframe. The tooling equation is likely to enter only one independent
variable representing each of three dominant groups, before entering the
second variable from any of the dominant groups defined above. Logically,
tooling is signficantly correlated to the complexity and size of the airframe.
This logic dictates that a factor representing size and complexity must be
assigned the first and second positions in the estimated step-wise regression
equation. The following is a prediction of the expected step-wise re-

gression.

TOOL = Function (NZULT, TOGWMAX, PROTO,
MAXMACH, TWTAREA).

There is a possibility that the grouped variables representing size and
complexity are likely to exchange positions depending upon the correlation

with the dependent variable,
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Manufacturing and Quality Control

Manufacturing and Quality Control (QC) include all direct and over-
time labor charges except premium pay, including off-site labor to manu-
facture the airframe. By definition, manufacturing and QC are directly
related to the size and complexity of the airframe. In this case, the
significance of PROTO would only be great if the number of prototypes is
large. Therefore, it is expected that both variables from the groups
representing complexity and size would enter the step-wise regression
equation before PROTO.

The step-wise regression equation is expected to resemble the

following hypothesized equation.

MANF = Function (NZULT, TOGWMAX, MAXMACH,
TWTAREA, PROTO).

Again there is a possibility that the grouped variables can exchange
locations within the estimated equation depending upon correlation with the
dependent variable. Additionally, there is a possibility that the group
representing size could enter both independent variables, before the group

representing complexity, based upon correlation with manufacturing hours.

Manufacturing Materials

Manufacturing Materials includes the material used to manufacture
the airframe plus other miscellaneous charges such as: QC, travel,
relocation and premium pay, shipping charges, insurance, Government
Furnished Equipment (GFE), and Contractor Furnished Equipment (CFE).
Manufacturing materials is skewed towards the actual materials required to

assemble the airframe. Therefore, it is logical to expect that the dominant
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groups are the number of prototypes and size. It is highly possible that both
size variables can enter the step-wise regression equation before either
variable representing complexity. The following is the hypothesized

step-wise regression equation for manufacturing materials.

MANMAT = Function (PROTO, TOGWMAX, TWTAREA,
NZULT, MAXMACH).

Furthermore, there is a possibility that the members of the groups
may exchange places with each other in the hypothesized step-wise regres-
sion equation, or that one of the complexity variables can preceed one of
the <ize variables. However, it is highly unlikely that any variable can

displace the prototype variable.

Other Direct Charges

.Other direct charges (ODC) include Special Test Equipment (STE),
tooling materials, relocation and premium pay for engineering and tooling
labor. Other direct charges are significantly related to the number of
prototypes due to STE and other miscellaneous areas that arise during
prototype construction. Additionally, ODC is related to engineering and
tooling, so lcgically ODC is dependent upon the most significant estimator
from engineering and tooling. The following is a hypothesized step-wise

regression equauon for ODC.

ODC = Function (PROTO, NZULT, TOGWMAX,
MAXMACH, TWTAREA).

Once again, there is a possibility that fluctuations may occur

between either the size and complexity groups, or between the variables
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within a group. However, it is unlikely that either group would place a

variable ahead of the prototype variable in the ODC equation.

Factor Analysis

The purpose of factor analysis is to reduce a number of variables to a
few interpretable constructs. The process described below is presented to
provide an understanding of how the groupings are developed for the
step-wise regession analysis.

The following analytical procedures are used: First the data are
prepared. The data used are the structural characteristics of the airframe:
1) TOGWMAX, 2) TWTAREA, 3) NZULT, and 4) MAXMACH. Data are used

for six different airframes within each airframe type.

Fighter Attack Cargo
F-4 A-3 c-2

F-6 A-4 C-130
F-14 A-5 C-133
F-15 A-6 C-135
F-16 A-7 C-141
F-102 A-10 c-5

Second, factor analysis is then performed on the data set, resulting
in constraints that are used to develop logical groupings by airframe type
for the step-wise regression. Third, the results are analyzed to determine
whether the whole data set (Fighter, Attack, and Cargo) or a subset of the
data set (Fighter alone, Attack alone, Cargo alone, or some combination) is

to be used for the step-wise regression.
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The initial factor analysis is run using the four structural design

variables for each airframe. The factor run results in four factors being
developed. Initial review of these factors shows that the first three factors
support a communality among the data. However, the fourth factor exhibits
a grouping of Fighter and Attack. This grouping is based upon the positive
factor loadings for TWTAREA, NZULT, and TOGWMAX, while the cargo

factor loadings tend to be negative (See Table 1).

iigs-

21582 FACTOR 1 FACTOR 2 FACTOR 5 FACTOR 4
228€=

ig= FTEY S8 54919 11239 .18324
2228= FXIU HSiE -, 38935 84962 84711
ZZ38= FUXN .S2763 Sy ¥ 76818 25186
i248= FT00 23368 L7688 £1393 39479
i258= ATUT R LN 2408 =i 47856
2lb8= ANZU BLLEL - 17845 ST 9208
2278= ANKM A8t 28212 -.94998 16728
2280= A70C 68927 ABT48 -.8589¢ . 38939
2298= CTaT L6712 - 85428 34218 -.39767
2398= OXTY BI%LE 88575 <4873 .38
23i8= CxN .5338¢ -, 71369 37328 B24TS
2328 €706 =733 - $4591 88667 -.97999
223=

Table |

Initial Factor Loadings

Further analysis of the factor run centers on the eigenvalue,
communality (hz), and the correlation between a variable and a factor (these
techniques are presented in Chapter 3). Using the above table, the
correlation between variables and factors are obtained. As an example,

Fighter TWTAREA (FTWT) = .161 for Factor 1 and .94929 for Factor 2;
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’ likewise, Fighter NZULT (FNZU) = .94518 for Factor 1 and - .3095 for ,
Factor 2 and so on across the matrix. To obtain the correlation the formula |

would be: |

(FTWT Factor 1 X FNZU Factor 1) + (FTWT Factor 2 X
FNZU Factor 2) + (FTWT Factors X FNZU Factor 3) + (FTWT 4
Factor 4 X FNZU Factor &)

Therefore:

(.161 X ,945) + (.949 X .309) + (.113 X .049) + (.183 X .049) + (.183
X .047) = -.127

Subsequent correlation generation is possible, but the overall result

is presented in Table 2. The table is read across rows; the first line is read

that Factor 1 is correlated to itself with a value of .80559. Factor | is
correlated to Factor 2 negatively (-.08452), to Factor three positively

(-46793), and to Factor 4 positively (.35345).

28ig=
hle: FACTOR 1 FACTOR 2 FACTOR 3 FACTOR &
2839
44g= FACTOR ¢ .B#SSY - 8452 A6793 .353348
24S8= FACTOR 2 09483 56758 -.39¢12 L9965
2448= FACTOR 3 LAebdl -,19452 -, 20434 -.83823
478 FACTOR 4 -, 21847 L48997 ,76257 - 4183
2459317ACTOR ANALYEIS 83/22/82 14.82.32.
LT

Table 2

Factor Score of the Initial Factor Analysis
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The eigenvalues are presented in Table lll. The table is read across
the rows; therefore, FTWT on Factor 1 has an eigenvalue equal to 4.52772.
This eigenvalue is then divided by the number of factors presented in the
table, which is equal to 12 factors. This procedure indicates the percentage
of total variance explained by FTWT through Factor 1. By reading down the
cummulative percentage (CUM PCT) column it is apparent that only four
factors are required to explain 100% of the data's variance. This table
reinforces the fact that only four factors are presented in the Factor Matrix

presented in Table 3.

iSids
i§§:= VARIABLE EST COMMUNALITY FACTOR EICENVALUE PCT (UM £CY
1548= FINT 1.98988 i £.32717 317 372
15¢= N2y i.888%8 z 3.83168 25.3 438
iSé#= Fuxn 1.80008 k] £.25041 18.8 21.8
1578= F100 1.96048 ¢ L.80523 15.8 9.9
1580= ATHT 1.80808 S STIBE 3 1.8
1598 ANZU 1.888¢¢ b Sitte 0 188.8
1606 AN 1.08088 7 Bt 4 184.5
1418= ATOG i.00008 8 N 4 1.8
1628:= CTUT i.00888 9 N[ 4 108.8
1638 ONTU 1.90080 8 - 80858 -6 160.8
1649 CxxX¥ 1.50208 i1 bbbt -9 108.0
1658= CT0C 1.00808 12 -.80606 -6 189,
166821FACTOR ANALYSIS $3/20181 14.42.32.
1678=

Table 3

Factor Matrix for the Initial Factor Analysis
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Communality is defined as the variance of each variable summarized
by two factors, or simply, the percentage of total variation explained by
common factors. The values for communality are presented in Table 4. The
table is read across the rows; as an example, the communality value for
FTWT is equal to .97332. This value expresses the fact that 97.332% of
FTWT variance is explained by other factors utilized in the factor analysis
run, or that FTWT only contributes 2,6% towards the 100% explained by the
combination of all variables. The communality table shows all variables to
have a communality of .90 or greater, which means that no single variable is

the primary determinant of a Factor (Quartimax Rotation).

1938

1948= VARIAB.E COMMUNALITY
1958=

19¢9= FTNT 8723
1978= N2y L9938
1988= FYXN 96299
1998= FT0C L5847
2889= ATWT 7685
i#18= ANy 9997
2828= Amxy 99942
i838= A70C 98485
i848= T 94388
g8 ONTU JIBLLS
A I S P 3458
i878= €708 99998
2088=17A0TIR aNALYSiS

2892s

Table 4

Communality of the Initial Factor Analysis




Further investigations are required to ascertain whether there really
exists a definite grouping of the fighter and attack airframe types. To
resolve this issue, several artificial variables were created for each air-
frame type. The first is TWTAREA divided by TOGWMAX, and is used to

represent a characteristic of the airframe size.

FF = Fighter TWTAREA » Fighter TOGWMAX
AA = Attack TWTAREA » Attack TOGWMAX
CC = Cargo TWTAREA + Cargo TOGWMAX

The second is NZULT multiplied by MAXMACH, and is used to

represent the performance and handling characteristics of the airframe.

FN = Fighter NZULT X Fighter MAXMACH
AN = Attack NZULT X Attack MAXMACH
CN = Cargo NZULT X Cargo MAXMACH

And finally, NZULT is divided by MAXMACH, and is used to 1

represent a ratio of g-load environment to maximum mach.

FM = Fighter NZULT » Fighter MAXMACH
AM = Attack NZULT » Attack MAXMACH
CM = Cargo NZULT ¢+ Cargo MAXMACH

Three more factor analyses are run using these artificial variables.
The initial factor analysis run using FM, AM and CM results in only one
factor being developed. However, this one factor tends to show more
support for a fighter/cargo grouping, with both the values for CM and FM

positive (Table 5).
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Factor exists.

Table 6.
indicates that

themselves.

3582
Ste-
578
Ses-
S9e-
668=

127¢: FACTOR
12882
129= Fx 42382
1306= M -.39671
1318= Cn 34187
1328=

Table 5

!

Factor Score of the Environment

In this particular case no correlations are developed because only one

However, the eigenvalues for this run are presented in

Once again, the cumulative percentage is equal to 100, which

the variables are explaining the total variance among

VARIABLE

F
N
n

STARGARD DEV

618=1FACTCR ANALYEIS

o o

REAN
6.5272 2.733¢
8.415¢ 7.1818
5.78i¢8 1.85{7
Table 6

Cases

6
é
¢
#3/22/82 15.34.33.

Factor Matrix of the Environment

The communality of these three artificial variables are presented in

Table 7. The table indicates that although 100% of variation is explained,




there is a possibility that significant differences exist for these three var-

iables. The differences are recognized by the fact that the communality
loadings are not extremely high (close to one), but are in the .60 to .80
range. Therefore, unexplained variance within the variables exists, and is

possibly explained by other variables or artificial variables (Quartimax

Rotation).

848

1670: VARIABLE  COMUNALITY
988

139z 7 42159
108 N 72255
siife Cn 53658

Table 7

Cummunality of the Environment

The second factor analysis using FN, AN, and CN as the artificial
variables results in two factors being developed. Once again, factor one
tends to show a relationship for a fighter/cargo grouping. However, factor

two shows the opposite relationship, supporting a fighter/attack grouping

(Table 8).

1948=

.558= FACTOR ¢ FACTOR 2
iSuls

1578= 7N 44647 .33338

1538 AN -.15728 L1882

(5%:= ON 7854 -. 07854

L680=

Table 8

Factor Score of Performance
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Correlation for the variables are developed from the above table and
result in a positive correlation between fighter and attack (.00413), a
negative correlation between cargo and attack (-.00124) and a negative
correlation between fighter and cargo (-.05). The correlations indicate that
there is little justification in grouping one airframe type with another.

The eigenvalues for this factor run are provided in Table 9. Again
the cumulative percentage is equal to 100, with CN contributing the final
10.2 %. In analyzing, the communalities for FN, AN, and CN it is apparent
that there is a relatively high communality between these three artificial

variables. Which means 80% to 93% of the variance is explained by the two

factors.
848=
£78= VARIABLE EST COPMUNALITY FACTOR EIGENVALUE PCT Cur PIT
82d=
896= FN 1.96088 H 1.65541 S5.2 55.2
988= AN 1.80608 z 183741 34, 89.8
918= ON 1.80808 3 L8718 8.2 180,
LB :F80TOR ANALYEIS 83)22482 15.48.53.
938=

Table 9

Factor Matrix of Performance

The third factor analysis is run using FF, AA, and CC as the artificial
variables and results in two factors being generated. Factor one shows a
diverse range: AA highly positive, CC highly negative and FF approximately
equal to zero (Table 10). Therefore, factor one tends to show support for
three different groups, one for each one of the airframe types. Factor two
shows support for grouping attack and cargo airframes, with a high positive
factor loading for the fighters and extremely close negative factor loadings

for the attack and cargo airframes.
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1538- FACTOR 1 FACTOR 2
1549=
1556= 77 - 179 96485
1568 AA 58934 - 16798
1378: CC -. 5687 -.§3599
1588=

Table 10

Factor Score of Size

Correlations for the variables are developed from the above table and
result in positive correlation between fighter and attack (.00015), a negative
correlation between cargo and attack (-.008), and a negative correlation
between fighter and cargo (-.013). Again, the correlations indicate little
support for grouping the airframe types.

The eigenvalues and communalities for the FF, AA, and CC are
presented in Table 1. In reading both tables, it is apparent that the two
factors that are developed explain a relatively high percentage of the
variation of the artificial variables, but again indicate that a portion of the

variation in each is not explained by either factor.

844
858= VARIABLE EST COMMUNALITY FACTOR EICENVALUE PCT Cov PCT
e

878= =¢ 1.90940 { 1.38032 S8.8  58.8
266= A3 1.00008 2 191687 33.9 8.9
898= {C 1.00888 2 48161 16,1 188,90
9P 1FACTOR ANALYSIS #3/22/82 15.26.29.
98-

Table 11

Factor Matrix of Size
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Factor Analysis Summary

Factor analysis supports grouping by airframe type, and thus, a
separate CER for each airframe type must be developed. This conclusion is
drawn on the basis of the four previously analyzed factor analysis runs.
Each of the four runs indicate that there are fluctuations and variations
internal to the airframe types. This is apparent in the factor loadings,
where in one case the loadings would indicate a grouping and in another case
it would support the opposite grouping. However, the most important of the
decision criteria remains very consistent, that is the correlation between a
variable and a factor. In every case identified there exists a correlation
between the airframe types that is extremely close to zero. This overriding
criteria indicates that a separate CER for each airframe type should be

developed.

Regression Analysis

The regression procedures utilized in this chapter are identified in
Chapter IIl, except for one point of clarification. The regression process is a
multiple step-wise regression in lieu of merely a multiple regression. The
difference is extremely important for the process of analyzing the regres-
sion analysis results. Pure multiple regression generates the same results
(given the same data) as a step-wise regression. However, a step-wise
regression generates a table, identifying the order in which the variables
entered the regression equation. This is important in that the effects of
each independent variable can be analyzed as it enters the regression
equation.

The initial step-wise regression is accomplished using the same data

base as the base model; however, the second step-wise regression utilizes
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two artificial variables, TT and MXNZ. The artificial variable TT is
obtained by multiplying TOGWMAX by TWTAREA, and is used to represent
the overall size and weight of an airframe (square foot pounds). The
artificial variable MXNZ is obtained by mutliplying MAXMACH by NZULT,
and is used to represent the total flying environment created when flying a

high-g airframe at a high mach (synergistic effect of speed and load factor).

Initial Regression

The initial regression is accomplished using the data base identified
in Appendix A. The data base consists of all 16 aircraft (8 fighters, &4
attack, and 4 cargo) and is utilized for comparison with the base model. The
initial regression results in five equations being developed, one for each
dependent variable (Engineering, Other direct charges (ODC), Manufacturing
Materials, Manufacturing Labor, and Tooling). The following is the result of
the initial regression analysis.

The initial dependent variable that is regressed is ODC, and results in

the following regression equation being developed.

Ln(ODC) = -10.318% + (.5661 Ln(PROTO)) + (.8483
Ln(TOGWMAX)) + (1.1559 Ln(NZULT)) + (.212 Ln(TWTAREA))
+(.3503 Ln(MAXMACH))

The regression equation results in an R2

value equal to .339, which
means that the equation explains 88.9% of the variance of the ODC
dependent variable. The calculated F = 16.025, with 5 and 10 degrees of
freedom, and is significant to the .991 level of confidence. Additionally, the

beta values computed from the regression form the following confidence

intervals at the 95% confidence level (Table 12).
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2299= COEFFICIENTS AND CONFIDENCE INTERVALS.

(&Y

2318= VARIABLE ] 93 PLT L.,
328

2338= PROTO 25661 2545 8778
2548= TOGRNAX .8483 L9 1,399
235= NZULT 1.135¢ -.0877  2.31%
2568z THTAREA 2120 .12 3441
23782 MAXMACH . 3568 -.288¢ 9886
2389 CONSTANT  -18.3184  -17.4998  -3,.37¢
2399-

Table 12

Initial Regression Equation Summary (ODC)

The estimated values generated by the regression analysis result in a
regression line that predicts the actual values with a relatively high
accuracy. None of the predicted values differ from the actual values by
more than two standard deviations (Figure 2). In review of the residuals
presented in Figure 2, the majority of the estimated values are close to the
actual values with the exception of three outlying estimates (.4585 equals

one standard deviation).
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Figure 2

Residuals of the Initial Regression (ODC)

The second dependent variable to be regressed is manufacturing

materials, and results in the following equation being developed.

Ln(MANMAT) = -8.1001 + (.1236 Ln(PROTO)) + (.8973
Ln(TOGWMAX)) + (1.172 Ln(NZULT)) + (.3120 Ln(MAXMACH))
+(-.0625 Ln(TWTAREA))
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The regression equation results in an R2 = ,9164, or 91.64% of the

variance of the manufacturing material dependent variable is explained by
the five independent variables. The calculated F value is equal to 21.924
with 5 and 10 degrees of freedom and is significant at the .999 level of
confidence. The computed beta values form the following confidence

intervals at the 95% confidence level (Table XIII).

4250=
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4278

289 VARIABLE £ 95 PCT C.1.
423
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4338= MAXMACH 3128 <. 0344 4385
$34F= TWTARER <9628 <.2427 4178
4356= CONSTANT -8.16001  -11.9982  -4.2819
4368

Table 13

Initial Regression Equation Summary (MANMAT)

The estimated values generated by the regression analysis result in a
regression line that minimizes the sum of the squared errors in the
regression (Figure 3). In review of the residuals the regression equation is
able to predict the actual values with varying degrees of success (.2489
equals one standard deviation).

It is important to analyze the negative beta coefficient associated
with TWTAREA in the MANMAT equation. The negative beta value is in
contradiction to what is expected, that is, that as an independent data
parameter increases so does the cost associated with that independent

parameter. This situation might result from several factors: 1) it could be
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contained in the data set (existence of multicollinearity), 2) it could result
from the bias contained in the regression analysis as a result of using
logarithm and 3) the possibility that this independent variable's definition is
incorrect (a zero line scatter indicated that this was not the case because
the scattergram of the independent variable with the residuals appear to be
random). It shou'd also be noted that some of the other regression equations
in this Chapter also contain negative beta coefficients. This problem is

addressed in Chapter V under recommendations for future research.
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Residuals of the Initial Regression (MANMAT)
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The third dependent variable that is regressed is manufacturing labor,

and results in the following regression equation being developed.

Ln(MANF) = -7.1673 + (.8608 Ln(TOGWMAX)) + (.9138
Ln(NZULT)) + (.3261 Ln(MAXMACH)) + (-.1041
Ln(TWTAREA)) + (.0761 Ln(PROTO)) y

2 . 8949, or 89.49% of the

The regression equation results in an R
variance of the manufacturing labor dependent variable is explained by the

independent variables. Additionally, the regression equation's F-value is

-
A
equal to 17.038 which is significant at the .999 level of confidence. The $
computed beta values form the following confidence intervals at the 95%
confidence level (Table 14).
|
2285 1
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o48=
6256 VARIABLE B 95 ACT G0
bt
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6388= TWTAREA -, 184 -.2922 8841
63:8= PROTO 8761 -8 2527
6328 CONSTANT -7.067 112376 -3.2978
$338:
i
Table 14
Initial Regression Equation Summary (MANF) ﬂ

The estimated values generated by the regression analysis result in a
regression line that predicts the actual values with relatively high accuracy.
However, there are some outlying predictions that are two standard

deviations away from the regression equation, but one standard deviation is

equal to only .2599 (Figure 4).
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Figure 4

Residuals of the Initial Regression (MANF)

The fourth dependent variable to be regressed is tooling hours, and

results in the following regression equation being developed.

La(TOOL) = 16.7166 + (-4.0523 Ln(NZULT)) + (L.7124
Ln(MAXMACH) + (-.8878 Ln(TOGWMAX)) + (.2988
Ln(PROTO)) + (.2972 La(TWTAREA))
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The regression equation results in an R? = .5064, or 50.64% of the
variance of the tooling dependent variable is explained by the independent
varjable. The calculated F-value is equal to 2.052 and is significant at the
.884 level of confidence. The beta values form a wide confidence interval

at the 95% confidence level (Table 15).
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Table 15

Initial Regression Equation Summary (TOOL)

The estimated values generated by the regression analysis result in a
regression line that minimizes the sum of the squared errors in the
regression (Figure 5). The residual plot depicts the actuals in comparison
with the estimated and must be interpreted correctly. Even though the
actuals are within 1 to 1.5 standard deviations the actual standard deviation
is larger for this regression analysis than those for the three previous

regression analyses (1.3423 = one standard deviation).
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Figure 5

Residuals of the Initial Regression (TOOL)

The final dependent variable to be regressed is Engineering and

results in the following regression equation.

Ln(ENG) = -11.745 + (195 Ln(PROTO)) + (.889
Ln(TOGWMAX)) + (1.214 Ln(NZULT)) + (.v96 Ln(TWTAREA)) +
(.183 Ln(MAXMACH))
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The regression equation results in an Rz = .8619 or 86.19% of the

variance of the engineering dependent variable is explained by the indepen-

dent variables.
significant at the .999 level of confidence.

following confidence interval at the 95% confidence level (Table 16).

The calculated F-value is equal to 12.478 which is
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Table 16

CENCE INTERVALS.

95 LT C.IL
-4 4363
615 1.3163
3520 Z.1167
<.i617 3536
-.3133 6781
=i7.5166  -4.1734

Initial Regression Equation Summary (ENG)

The beta values form the

The estimated values generated by the regression analysis result in a

regression line that predicts the actual values with relatively high accuracy

(Figure 6).

Even though there are several actuais that are close to two

standard deviations from the regression estimates the value of the standard

deviation is small (.3557 = one standard deviation).
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Figure 6

Residuals of the Initial Regression (ENG)

Second Regression

The second step-wise regression is accomplished utilizing the same
data base as the initial regression. However, the second regression also

utilizes the two artificial variables, TT and MXNZ. These artificial
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variables are used as interaction variables. The interaction variables are

used to explain some of the variation of the dependent variable that is not
already explained by the five independent variables and to control
multi-collinearity. From this point forward the initial regression is called
REG l,and the second regression is called REG 2.

The basis of this section is the comparison of REG | with REG 2, in
terms of equations, accuracy and significance. The confidence intervals and
the residual plots are not presented in this section, but they are contained in
Appendix C and D. Again, the analysis process is accomplished by
regressing the dependent variable by independent variables. The first
dependent variable to be regressed is ODC, and results in the following

regression equation.

Ln(ODC) = 1.387 + (.626 Ln(PROTO)) + (.11 Ln(TT)) + (.688
Ln(MXNZ) + (1.13 Ln(NZULT)) + (-1.001 Ln(TWTAREA)) +

(-1.212 Ln(MAXMACH)) + (-.288 Ln(TOGWMAX))

2

The REG 2 regression equation generated an R“ = .902Z and is

significant at the .998 level of confidence. In comparison the REG 1|

equation generated an R2

= .889 at the .999 level of confidence. However,
the standard deviation for REG 2 is .4812, where the standard deviation for
REG 1 is .4585. The small difference of .0227 between standard deviations
is not as significant as the 1.2% increase in explained variation, and
therefore REG 2 is acceptable. Reviewing the statistics it appears that
through the utilization ¢ the artificial variables an increase in variation

explained is possible, without a significant decrease in the level of signfi-

cance or a significant increase in the standard deviation.
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The second dependent variable to be regressed is Manufacturing

Materials, and results in the following regression equation.

Ln(MANMAT) = -18.2595 + (.0702 Ln(PROTO)) + (1.7978
Ln(TOGWMAX)) + (1.1434 Ln(NZULT)) + (-.2534 Ln(MXMZ)) +
(-.0973 Ln(TT) + (1.0158 Ln(TWTAREA) + (.9362
La(MAXMACH))

The REG 2 regression equation generated an R? - .9360, and is

significant at .999 level of confidence. In addition, REG 2 developed a
standard deviation equal to .2435. REG 2 outperformed REG 1 in all three
modes of measurement in this particular case. REG | generated an R? -
9164, a standard deviation equal to .2489, and was also significant at .999
level of confidence. Clearly, in attempting to estimate manufacturing
materials REG 2 with artificial variables is the better regression equation.
The third dependent variable that is regressed is Manufacturing
Labor, and resuits in the following regression equation. Note that only six
independent variables are used in the equation, because the seventh variable
influenced the degrees of freedom more than it added to the explanation of

the dependent variable's variance. The decision to exclude the seventh

variable is based upon the decrease in the level of significance and the

resulting drop in the adjusted R2 value.

Ln(MANF) = -7.949 + (1.216 Ln(TOGWMAX)) + (.941
Ln(NZULT)) + (.163 Ln(MAXNZ)) + (-.042 Ln(TT)) + (.054
Ln(PROTO)) + (.410 Ln(TWTAREA))




The REG 2 regression equation generates an Rz = .899, a standard

deviation equal to .2686, and is significant at .999 level of confidence.

2. .8949, a standard deviation equal to .2599, and is

REG | generates an R
significant at .999 level of confidence. The comparison between REG 1 and
REG 2 proves to be inconclusive. The reason is that the increase in
explained variation is not highly significant, nor is the increase in the
standard deviation. Therefore, either regression equation supplies the same
results with the same degree of accuracy.

The fourth dependent variable to be regressed is Tooling Labor, and

results in the following regression equation.

Ln(TOOL) = -31.150 + (-3.955 Ln(NZULT)) + (9.757
Ln(MAXMACH)) + (-3.592 Ln(MAXNZ)) + (-.455 Ln(TT)) +
(.058 Ln(PROTO)) + (5115 Ln(TWTAREA)) + (3.589
Ln(TOGWMAX))

The REG 2 regression equation generates an R2 = .6517, a standard
deviation of 1.2606, and is signficant at .846 level of confidence. REG 2
outperforms REG | in two modes of measurement in the case dealing with
the estimation of tooling. REG 1 generates an R? - .5064, a standard
deviation equal to 1.3423, and is significant at .884 level of confidence.
REG 2 provides nearly 15% more explanation of variance, and at the same
time reduces the width of the standard deviation. In this particular case,

the more accurate regression equation is REG 2 with artificial variables.
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The final dependent variable to be regressed is Engineering, and

generates the following regression equation.

Ln(ENG) = 2.521 + (270 Ln(PROTO)) + (-.376
Ln(TOGWMAX)) + (1.177 Ln(NZULT)) + (.137 Ln(TT)) + (-1.469
Ln(TWTAREA)) + (.356 Ln(MXMZ)) + (-.695 Ln(MAXMACH))

The REG 2 regression equation generates an R2 = .8931, a standard
deviation equal to .3498, and is significant at .998 level of confidence. REG

2 = 8619, a standard deviation equal to

1 for Engineering generates an R
.3557, and is significant at .999 level of confidence. In analyzing the
statistic measures, REG 2 generates a superior performance in the per-
centage of variance explained, and in a narrower standard deviation.
Therefore, REG 2 is the better regression equation when estimating engin-
eering hours for a combination of airframe types. The drop in the level of
confidence of .002 is not very significant, when considering that the REG 2
equation is still above .99 level of confidence. Additionally, the increase in

explained variation of over 3% more than outweighs the slight decrease in

the confidence level.

Comparison of Parametric Relationships

This section provides a comparison of the hypothesized parametric
relationships and the parametric relationships developed by REG 1. The
purpose of this section is to strengthen both the hypothesized regression
equations and the computer generated regression equations. When logic
supports statistics the end result is a higher degree of confidence in the
regression equations. The purpose of using REG | is that it does not use

artificial variables, nor do the logically developed parametric relationships




presented early in this Chapter. It is important to remember that the
independent variables in the REG 1 regression equation are aligned in order
of their entrance into the step-wise regression. Therefore, the independent
variables are also in order of significance to the regression equation.

The first equation to be compared is Engineering hours. The
following equations are first the estimated equation, and second the results

of the REG 1 regression (without the beta coefficient values).

EST Eng = Function (TOGWMAX, PROTO, NZULT,
TWTAREA, MAXMACH)

REG 1 Eng = Function (PROTO, TOGWMAX, NZULT,
TWTAREA, MAXMACH)

The estimated regression equation and the REG 1 regression equation
are extremely close in the order of entrance of the variables. Therefore, it
is logical to accept the validity of REG 1. Because REG | executed the
variable order extremely close to the hypothesized regression equation, the
result adds strength and validity to both the hypothesized and REG 1|
regression equations.

The following is a summarization of the four remaining equations.
Note that the hypothesizey and REG | equations are extremely close in
order of entrance, and that the logic of one equation supports and validates

the other equation.

EST TOOL = Function (NZULT, TOGWMAX, PROTO,
MAXMACH, TWTAREA)

REG 1 TOOL = Function (NZULT, MAXMACH,
TOGWMAX, PROTO, TWTAREA)
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Performance characteristics dictate their importance by entering

first and second in REG 1's regresson equation.

Est MANF = Function (NZULT, TOGWMAX, MAXMACH,
TWTAREA, PROTO)

REG 1 MANF = Function (TOGWMAX, NZULT,
MAXMACH, TWTAREA, PROT®) .

As indicated, the independent variable TOGWMAX is more significant A

in the manufacturing equation than had been hypothesized.

EST MANMAT = Function (PROTO, TOGWMAX, TWTAR

EA, NZULT, MAXMACH)

REG 1| MANMAT = Function (PROTO, TOGWMAX, "
NZULT, MAXMACH, TWTAREA)

The performance characteristics play a more important part in
explaining variance of the dependent variable than originally thought. This
may stem from the majority of the size characteristics being explained by

TOGWMAX.

Est ODC = Functicn (PROTO, NZULT, TOGWMAX,
MAXMACH, TWTAREA) i

REG | ODC = Function (PROTO, TOGWMAX, NZULT,
TWTAREA, MAXMACH)
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The relative order of entrance of the independent variables remains

the same, except the size characteristics enter before the performance
characteristics. The order undoubtedly stems from the percentage of

variance explained by TOGWMAX compared to NZULT.

Factor Grouping Regression

This section is based upon a regression analysis of the factor
grouping. Therefore, the data base consists of only the eight fighter
airframes. In the process of this analysis two regression runs are accom-
plished; one using the original five independent variables and another using
the five independent variables plus two artificial variables (TT and MXNZ).
The first factor group regression is called REG 3, and the second factor
group regressi;n with artificial variables is called REG 4. The results of
each regression (equation, standard deviation, and significance level) are
presented in this section. The actual printouts containing the beta coeffi-
cient confidence limits and the residual plots for REG & are available for
review in Appendix E.

The initial dependent variable to be regressed is Other Direct

Charges (ODC), and yields the following regression equations.

REG 3 Ln(ODC) = -9.5736 + (.5919 Ln(PROTO)) + (.9951
Ln(TOGWMAX)) + (.9523 Ln(NZULT))

REG 4 Ln(ODC) = -9.574 + (.592 Ln(PROTO)) + (.995
Ln(TOGWMAX)) + (.952 Ln{(NZULT))
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Both REG 3 and REG 4 yield about the same results with an R’ =
.8914, a standard deviation equal to .3907, and are significant at .979 level
of confidence. The duplication of regression equations that are limited to
three variables indicates that none of the other variables (two independent
and two artificial) add to the variation being explained by PROTO,

TOGWMAX AND NZULT (Figure 7).
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Figure 7
Regression Analysis of REG 3 (ODC)

The second dependent variable to be regressed is Manufacturing

materials, and yields the following regression equation,

REG 3 & REG 4 (Ln(MANMAT)) = -16.891 + (1.48
Ln(TOGWMAX)) + (1.457 Ln(NZULT)) + (.074 Ln(PROTO)) +
(.214 Ln(TWTAREA)) + (-.168 Ln(MAXMACH))
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Both REG 3 and REG 4 yield the same regression equations. REG 3
and REG 4 results in an R2 = .969J, standard deviation equal to .1868, and
are significant at .937 level of confidence. Note that all five original
independent variables are in the equation, but neither of the artificial

variables are able to reduce the unexplained variation (Figure 8).
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Regression Analysis of REG 3 (MANMAT)

The third dependent variable to be regressed is Manufacturing hours,
and yields the following regression equation. Note that both REG 3 and

REG 4 are once again the same equation.

REG 3 & REG 4 (Ln(MANF) = -i4.13 + (l1.184

Ln(TOGWMAX)) + (1.608 Ln(NZULT)) + (.187 Ln(TWTAREA))

Both REG 3 and REG & result in an R = .8804, a standard deviation

equal to .2943, and are significant at .974 level of confidence. Note that

75




only three of the independent variables are included in the regression

equation. The regression equation is limited by choice of the authors,
because if the other variables (MAXMACH and PROTO) are included in the
equation, the R2 only increases to .8828 while the standard deviation
increases to 412 and the level of significance drops to a .732 level of
confidence. In view of these circumstances the equation is limited to three

independent variables (Figure 9).
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Figure 9

Regression Analysis of REG 3 (MANF)

The fourth variable to be regressed is tooling hours, and yields the
following equation. Again, note that REG 3 and REG 4 result in the same

regression equation.

REG 3 & REG 4 (Ln(TOOL)) = -6.489 + (.435 Ln(PROTO))
+(1.641 Ln(NZULT)) + (.287 Ln(TOGWMAX))
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Both REG 3 and REG 4 result in an Rz = .8235, a standard deviation
equal to .3265, and are significant at .945 level of confidence. Note that
only three independent variables are included in the regression equation.
Once again, the regression equation is limited to three independent var-
iables, since with the addition of TWTAREA and MAXMACH, the R2 only

increases to .8311 while the standard deviation increases to .4516 and the

level of significance drops to a .73 level of confidence (Figure 10).

W=t v s e e s e NULTIPLE RECRESSIONS S+ 28242

1938

1948

7958 RESIOUAL PLOT.

1948=

7978 Y VALUE Y EST. RESIDUAL -ISD £.9 +280
2988 - e

7998= 1.865 1,574 229 .

£688= . 288 St -8 .

98i8= .84 1.433 24
1 1,698 1.768 -89
2936 L2t 1.756 -.533 '
7 L T.887 2.812 475
8058= 1,699 1.629 458
1 Y .83 1945 49

-
— P g et =t ot ot e
e -

8679=

£988= NOTE - (2} INDICATES ESTIMATE CALCULATED WITH MEANS SUBSTITUTED
8699= R INDICATES POINT QUT OF RANGE OF PLOT

818

Figure 10
Regression Analysis of REG 3 (TOOL)

The final dependent variable to be regressed is Engineering hours, and

yields the following equation for both REG 3 and REG 4.

REG 3 & REG 4 (Ln(ENG)) = -11.829 + (1.265
Ln(TOGWMAX)) + (.207 Ln(PROTO)) + (-.405 Ln(MAXMACH))
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Both REG 3 and REG 4 result in an R = .7874, a standard deviation
equal to .3769, and are significant at .922 level of confidence. Again, the
authors chose to limit the regression equation to only three independent
variables because of the huge drop in the level of confidence. If TWTAREA
and NZULT are added to the regression equation the R? only increases to
.83248, while the level of significant drops to a .718 level of confidence

(Figure 11).
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Figure 11

Regression Analysis of REG 3 (ENG)

Factor Grouping Summary

The results of the factor grouping regression is promising since
several of the Rz values increased significantly. However, in some cases
there is a drop in R2 value and in the significance level. The drop in R?

value is not too significant because in all but one case the R2 is still above
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80% explained variation. The drop in level of confidence, which is based on
the F-value, is not at all surprising. The reason the level of confidence
drops is that the sample size is small (only eight data points). As the data
base for fighter airframes increases, the level of confidence will increase
accordingly, and the additional independent variables that are not in the

proposed regression equations can be added later to increase the percent of

explained variation.

Comparison of the Models

The following section presents a comparison of three models, REG 2, E
REG 3, and the base model (Grumman). The models are compared on the
estimated values that are generated by each model's regression equations.
The models are compared in tabular form, which lists the values generated l

by REG 2, REG 3, the base model, and the actuals. After examining the ,

estimated values for each model, an R2 is developed for the base model,
REG 2 and REG 3.

Since the development of REG 3 was based on only fighter airframes,
the comparison is lim .~ to only the fighter portion of the data base. The
comparison is made using all eight fighter airframe data points. The Rz
values are hand calculated values utilizing the R2 formula presented in
Chapter III. Additionally, all values presented in the table in this section

are hand calculated values utilizing the equations identified with the base

model in Chapter II, and the REG 2 and REG 3 regression equations

developed earlier in Chapter IV,




Engineering Hours

The first dependent variable to be used as a point of comparison is

Engineering hours. A summary £ the estimated hours are displayed in Table
17.  An initial comparison between the base model, REG 2 and REG 3,

indicates that REG 3 is a better estimator of the actual values contained in

the data base.
REG 2 REG 3 BASE ACTUAL
F-1 8.35 5.38 12.66 8.46
F-2 2.32 3.14 3.40 2.73
F-3 9.55 12.26 11.41 15.70
F-4 10.28 9.06 10.83 6.13
F-5 9.65 4.87 9.98 7.05
F-6 7.27 7.68 3.85 9.21
F-7 7.22 7.43 7.10 6.80
F-8 14.31 20.07 11.16 21.00
Table 17

Comparison of Engineering Estimates

The R? value for REG 3 = .8414 as compared to an R = .3235 for the

2

base model, and an R” = .5¢3 for REG 2.

Tooling Hours

A summary of the estimated tooling hours are displayed in Table 18.

The R2 value generated for REG 3 is equal to .7813, REG 2 R?

= .2299 and

base model RZ = .0915.
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REG 2 REG 3 BASE ACTUAL ﬁ

F-1 1.80 4.90 5.49 6.08 ﬁ

F-2 3.00 1.38 1.48 1.33 f
F-3 13.00 4.67 4.67 6.32
F-4 5.87 5.98 6.04 5.42
F-5 4.77 4.85 5.44 3.39
F-6 2.55 7.14 5.67 8.06
F-7 16.10 5.47 5.17 5.42

F-8 5.49 7.42 2.57 7.65 F

Table 18

Comparison of Tooling Hours Estimates

Manufacturing Hours '

A summary of the estimated hours for manufacturing are displayed in ‘!
Table 19. The generated R2 value for REG 3, REG 2 and the base model
results in a REG 3 R? = .9498, REG 2 R? - .866 and base model R? = .8469.

REG 2 REG 3 BASE ACTUAL

F-1 51.50 55.74 56.19 59.8

F-2 16.00 16.84 16.29 16.5

F-3 68.17 72.75 70.98 82.4 J

F-4 63.10 61.89 68.26 73.5 :

F-5 58.00 30.16 62.46 36.9 %

F-6 26.40 29.34 29.58 34.0

F-7 36.50 29.00 41.52 28.1 3

F-3 111.05 106.45 102.65 115 )
Table 19 .

Comparison of Manufacturing Hours Estimates
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Other Direct Charges

A summary of the estimated hours for ODC are presented in Table

20. The generated R2 value for REG 3, REG 2 and the base model results in

REG 3 R? - .8680, REG 2 R? = .79 and a base model R = .4338.
REG 2 REG 3 BASE ACTUAL

F-1 126.97 98.89 173.20 127.35
F-2 17.10 20.20 27.17 18.70
F-3 164.70 181.81 193.22 215.07
F-4 200.00 186.97 203.32 94.70
F-5 171.40 172.77 174.22 200.00
F-6 164.40 177.32 211.01 175.00
F-7 170.37 172.08 171.63 202.80
F-3 243.20 352.80 77.98 365.40

Table 20

Comparison of ODC Estimates

Manufacturing Materials

A summary of the estimated hours for manufacturing materials is
presented in Table 21. Once again REG 3 is utilized as the comparitor with
the base model. The generated R2 values for REG 3 equals .965, REG 2 R2
equals .93 and the base model again cannot be calculated, which may be due

to an error in the equation.
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REG 2 REG 3 BASE ACTUAL
F-1 73.77 69.13 18.770 70.20
F-2 19.97 20.03 4.839 20.25
F-3 103.20 116.63 23.346 121.60 |
F-4 93.50 90.29 23.240 105.90
F-5 87.44 92.02 16.600 71.40
F-6 38,44 45.55 10.570 47.30
F-7 52.00 43.07 14,575 41.70
F-3 171.06 185.68 52.990 189.90

Table 21

Comparison of Manufacturing Materials Estimates

Verification
At this time, verification of the models developed in this thesis is not

possible. The original research plan was to verify the models by attempting

to predict the airframe RDT&E costs of the F-18 fighter aircraft. How-
ever, this thesis team was unable to collect the required cost data for the
F-18 because of an ongoing "should-cost" study. This study made the
release of cost data an extremely sensitive issue. Therefére, verification of
the thesis generated CERs must be delayed until the necessary cost data is

available.

Analysis Summary

The comparison of the three models points to the stated hypotheses
in Chapter 1 that a unique CER exists for each type of airframe (fighter,
attack, cargo) for the RDT&E phase of the acquisition process, and that the

unique CER's will more accurately prodict RDT&E airframe costs. The
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comparison shows that in the area of fighters the best estimator is a CER
equation designed specifically for fighter airframes. The REG 2 and base
model are fair estimates of fighter airframe dependent variables, but lack
the accuracy of the REG 3 equation. Both REG 2 and the base model prove
less accurate in estimating fighter airframe costs because both models were
developed using fighter, attack, and cargo airframe data. Therefore, REG 2
and the base model are gross estimator models and neither model can
consistently estimate a value for fighter, attack, and cargo airframes with a
high degree of accuracy. The purpose of REG 2 and the base model is to
provide general estimates for a wide variety of airframes.

The REG 3 model, which is specifically designed for a particular
airframe, shows consistent results when compared to the actual values. This
development suggests promise for generating other specifically designed

CER equations, in lieu of general CER equation.

PLEASE NOTE: Pages mis-numbered.

There is no page 85.
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CHAPTER V

SUMMARY, IMPLICATIONS, AND RECOMMENDATIONS

The purpose of this thesis was to examine existing RDT&E airframe
cost estimating models, and to compare the results of a base model with a
thesis generated model. The intent was not to discredit any existing model,

but to help pave the way to more accurate cost estimating.

Summary of Methodology and Findings

The methodology utilized in this thesis was first to examine the data
base that was to be utilized during the statistical analysis. The data base
was initially examined for accuracy and reliability and was found to be the
most accurate and relic " le available. Next the data was reviewed in terms
of loeic. The analysis consisted of developing expected logical relationships
between the independent and dependent variables. The expected logical
relationships were then compared to the computer generated regression
equations, and were found to represent logical estimates of the dependent
variables.

The first statistical procedure was factor analysis which was used to
determine the airframe groupings to be utilized during the regression
analysis. The factor analysis indicated that the regression grouping should
consist of three distinct groups: one group for fighter, one for attack and
one for cargo. The factor analysis developed these groupings based upon the
independent parameters of NZULT, MAXMACH, TOGWMAX, and
TWTAREA, which represented the size and performance features of the

airframes.
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Following the factor analysis a regression analysis was conducted on

the full data for the fighter, attack, and cargo airframes. This initial
regression analysis served as a point of comparison with the base model, and
was called REG | (Regression analysis one). Next, a second regression
analysis (REG 2) was conducted utilizing the full data for fighter, attack,
and cargo, but interaction terms were added to the independent variable
data set. This second regression analysis resulted in a higher statistical
explanation of variance then did the REG 1 analysis. The third regression
analysis (REG 3) was conducted utilizing only the data set for fighters. The
data set was limited to fighters only based upon the results of the factor
analysis. Additionally, a fourth regression analysis (REG 4) was conducted
utilizing the fighter data set and interaction terms. Both REG 3 and REG 4
resulted in basically the same regression equations. Therefore, the
interaction terms in REG 4 did not explain any more variance than did the
initial independent variables. .

After the regression analysis had been completed a comparison
between the regression equations REG 2, REG 3, and the base model was
conducted on the data set for fighters. This comparison was conducted on
only the fighter airframes based upon the results of the factor analysis and
the fact that REG 3 was based solely on the fighter data set. The
comparison indicated that the REG 3 regression equation is a more accurate
estimator of the actual fighter dependent variables than either the REG 2
model or the base model.

The statistical procedures support the hypotheses stated in Chapter I,
that a unique cost estimating relationship (CER) exists for each airframe

group (fighter, attack, and cargo) and that the unique CERs would result in
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more accurate cost estimating. This indicates that the development of

separate CERs is necessary to more accurately estimate RDT&E airframe

costs for the three groups.

Implications and Recommendations

The implications and recommendations of the research are sum-
marized in four specific ideas. First, accumulate dats to further refine the
model generated by this thesis team (REG 3). The current REG 3 regression
equations are in the state of infancy, and require firm support, so that the
equations may become more accurate and verified by the passage of time
and test.

Second, accumulate data to generate airframe specific regression
equations for both attack and cargo airframes. With a data base of only
four, both the attack and cargo data bases are in need of expansion. Once
the data base has been developed, airframe specific regression equations
may be developed that could possibly be more accurate than the general
equations currently utilized to develop cost estimates.

Third, the RDT&E model should be used in conjunction with produc-
tion and O&S cost models. Several existing models attempt to predict the
life cycle cost of a system, but these models lean heavily on the production
and O&S phases. While it is true that most of the actual costs occur during
the production and O&S phases, most of the design decisions occur during
the RDT&E phase of an acquisition. Therefore, Production and O&S models
must be successfully meshed with an RDT&E model, so that the influence of
a change during the RDT&E phase of a program can be observed in the
Production and O&S phases. The process of meshing all three phases into
one coherent model can provide the most accurate means in predicting life

cycle costs.
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And finally, the research initiated by this thesis needs to be ex-
panded, especially dealing with the negative beta coefficients that surfaced
in REG 1, REG 2, and somewhat in REG 3. This thesis team examined the
relationship by accomplishing a zero line scattergram, in which the data
appeared to be randomly distributed around the zero line. This issue was
further examined by accomplishing a regression analysis on the data base
using the arithmetic values for the independent and dependent variables.
This regression analysis still produced negative beta coefficients. There-
fore, this thesis team recommends that the data base be examined in detail
in an attempt to divulge a latent problem inherent in the data base. This
thesis team understands that every data set has some problems, and the data
set utilized appears to be the best available. However, the problem of the
negative beta coefficients must be examined from every angle.

This problem can possibly by rectified by accomplishing a regression
analysis using the factor scores. This methodology would eliminate the
multi-collinearity that is contained in the data base, but presents the
problem of accurately defining what each factor actually represents in the
"real world." The best methodology appears to be a combination of the
methodology presented in this thesis accompanied by the aforementioned
factor/regression methodology. This would allow for a complete explanation
of the negative beta coefficients and perhaps lead to positive identification

of the factors developed during the factor analysis.

Concluding Remarks

The analysis presented in this thesis represents an initial step in the
development of more accurate cost estimating equations for airframe

RDT&E costs. The statistical analysis indicates that separate CERs are the
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next logical step in developing models with increased accuracy in cost
estimating. This logic is contrary to the procedures utilized in previous
studies, but is supported by the results of factor analysis and regression
analysis.

The accuracy of the CERs of the future are only limited by the
inability to obtain verifiable data, and the inability to learn from the

previously developed cost estimating equations.
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APPENDIX A
COST AND PERFORMANCE DATA
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SIARE 27T CHERT T VARIAEILIT kL et

9.
3lad: 570 L2
§o.8= ALy S
s
§oldr VARISELE B 3.5 8 £ SIe,
[(RTH
Sl 3T

EEY L}

P 4.783 0L
358 §.:08 6
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Lidds RUN 10w
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T8 WMBER DR RRRISI LETRCTED (]
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e e S Uy e~ A - ¢ Ta——~ort = A W

@ o

~

© © .0 0 ©
FEESERERETINY

-~

NAND- E

RAND/TERNINAL WISMATCH

ANAND- EDITOR

FoTABsI 14

+.CET/RECZ 1D=DO20

LE WARE REC2 HAS BEEN RETRIEVED
. CET+FA3: 1DsDO20

LE NANE FA3 HAS BEEN RETRIEVED
« REWIND SPSSFA3REG2
«oSPSS1D2FA3 ¢ ] sRECZ (LOSABRY L M1 1R

h -
s

EDITodlsS
ES TRUNCATED- Chs 72 CMARS: LONGEST LINE WAS 75
oFrlHs132
«EDIT WIS
kol

1881

110=§

128= §1/14/82 15.00.81. PACE
132 VOCELBACK COWPUTING CENTER

14g= NORTHWESTERN UNIVERSITY

168= § PSS - - STATISTICAL PACKAGE FOR THE SOCIAL SCIENCES
10 VERSION 8.0 -- JUNE 18, 1979

23 AUR NAME INITIR RECAESSION

200= VARTANLE LIST NDULT.MATMACH: TUTAREA, TOCUNAT . PROTO
38 NG+ 0BC ) NANNAT » TOOL » NANF

Ul VR LABELS QLT WTIMTE LOAD FACTOR/

NAIRACH NAZTW MACH NUWBER/

TUTAREA  TOTAL WETTED AREA/

TOGUNAT MAIIMUM TAKEOFF CROSS WEICHT/
PROTS  WVBER OF PROTOTTPE AIRCRAFT/
8 OKINEERING HOURS/

00C OTHER DIRECT COSTS/

AUBAT  RMREACTURING MATERIALS/

TOOL ToOL1NG/

MUF  RNLFACTURING MOURS/

FREEFIELD

[ ]

CORPUTE ENC2LN(ENS)

COMRUTE 0C=L0 080!
COnPUTE
roMNITS

...
=3
g

To0LsLniTORL)
- BT SUNNAT). o o

;
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- n e ¢ r

-

O 0 0 @ 0 2 O

=

420: COMPUTE
430 CORNUTE
49 CONPUTE
430= CORPUTE
468 CONPUTE
470 COMPUTE
408: CONPUTE
499= CONPUTE
300 RECRESSION
3=

520=

3%

548

8=

b o

378

So8:

39¢8-

(v '3

418

$28= STATISTICS

AT TR

ANEF LN (MANF )

TUTAREALN (TUTAREA)

NIULTSLN(NZIRT)

MATNACHLN (MAINACH)

TOCUMAL LN (TOGUNAX}

NENZ=MAKMACHMNZULT

TT=TOCURATS TUTARER

PROTO=LN (PROTO)
VARTABLES=ENC, TOOL ) MANF + MANNAT10DC + NINZ TT,PROTO
TUTAREA MATRACH  NZUL T+ TOGHMAX

RECRESSION=0DC WITH MXNZ:TT/PROTC, TOCUMAL: THTAREA
MATMACH NZULT (1) /RESID=6

RECRESSION:TOOL WITH MINZ+TT,PROTO: TOCHMAX: THTAREA
MAIMACH:NZULT (1) /RESID=6

RECRESSIONNANF WITH NINZ)TT,PROTO.TOCUMAL: TUTAREA
MAIRACH NZULT (1) /RESID=6

REGRESS[ON=NANNAT WITH RINZ, TToPROTO, TOCURAX  TWTAREA
MAIRACH/NZULT(1) /RESID=6

RECRESSIONENC WITH MXNZ,TT+PROTO, TOCUMAL: THTARER
MAXMACH NZULT (1) /RESTD=6

ML

438 READ 1NPUT DATA

=

65 BHS5ATH CN NEEDED FOR RECRESSION

b8
876+
660

496 END OF FILE OM FILE FA3
T#= AFTER READING 16 CASES FROM SUBFILE NONAME

7101 INITIAL RECRESSION §1/14/82 15.84.61, PAGE 2
128

730s FILE - NOWANE  (CREATED - #1/14/82)

T44s

TS= 3 4 2 4 42 0 NULTIPLE RECRESSIONG®IIS IO b4
748

774

7802 VARIABLE NEAN STANDARD DEV CASES
199+

o886 ENC £.965¢ 7818 16
818s TOOL 1.8612 1.5%99 16
820= WM 37059 4547 16
838 WANMAT 4,029 709 14
48: 0 097 1.1239 14
858 K2 18 1,238 16
8= 1T §2.593 18,4892 16
§76+ PROTO 1.9866 1.0763 16
808+ TUTAREA 8,194 1.0489 16
29 MIMCH 415 .S58 16
¥ KLY 2.1313 . 1%
$18s TOCUNAX 11,2327 9843 16
L

8-

=
#50= COMELATION COEFFICIENTS.
No»

970 A VOLUE OF 99.00008 IS PRINTED
990 IF & COCFFICIENT CNBIOT BE CONPYTED.

94

1008

1019= TOR
1020 NOF
1630 NABWT

" 1048s 0OC

1056 N2
1060 TT
‘878« DOATH

-S027

AN e

L0700 L1984 TN
SIS

A28 AT A% A e
AT 2958 N BN Y -

e S . A% .. .. T QMY | _TIL . Mt
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n Q@ 6

o 0 o @ o6 N

~

Cawew TS T T swivar vivitew 121

‘988 iMEs 2998 18829 LIMSZ  .i1842 L2288 -.AS168

1899= MAXMACH 28786 0748 48219 43504 39533 . 98498°
1108 NZULT 0169 - 48633 -.03089  BST81 12763 .S2218
1310 TOGURAI 56395 (336m8 L5818 ST La1e84 -.24212
128

1134= 114 0% WANF NANRAT 0D N2
i

115

1148= PROTY - 14620

11762 TRTARER 92333 19442
{198 MAIMCH - A1830 S8 - 43

1198 QULT -.66253° (35360 -.46350 58154

1208 TOGUMAL 43309 MM 54372 -.31386 - TTART

1210+

1220+ n PROTO  TWTAREA MAIMACH  NZWLT

1230

1248

12%=1INITIAL RECRESSION 01/14/82 15.04.91,  PACE 3
1268

279 FILE - NONMIE  (CREATED - #1/14/82)

1288

1299 4 ¢ 2 8 4 3 0 4 A RULTIPLE REGRESSIONGTI V220
1300:

1318 DEP. VAR... 0DC OTHER DIRECT COSTS

1326-

133 NEAN RESPONSE 4.44969 ST, Dev. 1.12392
134

13562 VARLABLE(S) ENTERED ON STEP |

1368 PROTO NUNBER OF PROTOTYPE AIRCRAFT

1378

1380 MATIPLE R 7591 ANOVA DF  SUM SQUARES MEAN SQ. F
1398 R SWARE 5783 RELRESSIIN 1. 19909 919 1904
1408s STD DEV JTS73 RESIDUAL 14, 8.029 573 SIC. .ot
1416= A0J R SQUARE .5440 COEFF OF VARIABILITY  {4.9°CT

1428

1430z VARIABLE 1 S.E. 8 F SIG. ° BETA  ELASTICITY
16442

i436= PROTO 797 183 1904 .8 T3 39315
1468= CONSTANT 2.89 A8 N6 M

1478

1494«

L0 O

1560 ¢ 4 3 4000904304880 33833 4323033233480
1510

1528= VARIABLE(S) ENTERED OW STEP 2

133= T

1548

1336 MATIPLE R .0756 MNOVA DF SUM SQUARES MEAN SQ. F
1548 R SOUARE 7664 REGRESS]OM 2. 14,526 7.263 21,356
1578= STD DEV 5833 RESIDUAL 13. 4.422 L340 SIC. (086
1308= ADJ R SOUME .7307 COEFF OF VARIABILITY  313.00CT

139

1600 VARIADLE ) S.E. B F SIc. PETA  ELASTICITY
hi6e

1620= PROTO 045 A8 %975 .08 823 383U
1463 7 K M8 16.481 .00 LM SN

1640= CONSTANT 278 43 JAn TS

16581 INITIAL RECRESSION SL/14/82 150481,  PACE 4
1648

1670« FILE - NONAME  (CREATED - 61/14/82)

1608+

1696 ¢ 2 8 2040 ARULTIMLE RECRESSTIONIIIOGORRAIDLOYG
1700

1716 DEP. VAR.,. OBC OTHER DIRECY COSTS

1728

1730 UABTANCICY CUTERGR MM RTRP.. LS. ... L. L.
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o 0 0 & O 9

@ 0 0 ~

-

-~

748z NN

1759:

1760 WULTIPLE R 9141 ANOWA DF  SUM SQUARES MEMN Q. F

1776= R SQUARE (8392 RECRESSION 3. 15.991  S.380  29.57°

178¢= $TD BEV 539 RESIDUM. 12, 3047 254 SIC. .00

17962 ADJ R SQUARE .7998 COEFF OF VARIABILITY  11.3pCT

1800+ .
1818 VARIABLE 3 S.E. B FooSIG. BETA  ELASTICITY

1928

163 PROTO Jq J37 27,588 400 S8T17 T

1844 11 434 M8 1901 .88 55337 L6084

1850= NINZ 2% A 547 3 JA2911 985 3
18482 CONSTANT - TN 475,789

1878

1884+

189

19”:!!!0'0000000!|000000000||0|!l¢000|0#0

1918

1920 VARIABLE(S) ENTERED OW STEP 4

19302 NZULY ULTIMATE LOAD FACTOR !
1948 1
1958: MULTIPLE R .9236 ANOVA DF SUN SQUARES MEAN SQ. 3

1968: R SQUARE L8538 RECRESSION 4, 16.162 4.0 15.95%

1979= STD DEV 5933 RESIDUAL 1. 2.786 \253 SIC. .00

1986 ADJ A SQUARE .7995 COEFF OF VARIABILITY  11.3°CT

19992

2000 VARIABLE B S.E. B FooSIG BETA  ELASTICITY .
Wige 1
2020= PROTO 491 A4 2,139 e A5TTS 3% ,
W= a9 S 1.5 2 40815 81619

20482 NINZ 264 433 3.9 M2 2857 LT :
2050 NIULT 399 A0 L8 .33 47293 L18135

068: CONSTANT  -1.478 1,48 1014 .33

W71 INITIAL RECRESSION 0M/14/82 1S40, PME S

2089

2099 FILE - NOWAME  (CREATED - #1/14/82)

2168

Uis ¢ 3 s 2 2 4 v 2 aRULTIPLE REGRESSIONVESI 20404

uys ‘
2130: DEP. VAR... 0OC OTHER DIRECT COSTS ?
4

2150x VMIADLE(S) ENTERED OB STEP S 1
268 TUTAREA  TOTAL WETTED AREA

2179

2108 MLTIPLE R 9472 NIOVA DF SIN SQUARES MEAN S0, F

1199: R SQUARE L8972 RECRESSION  §. 16,999 344 1744

208+ STD DEV 14 RESTOUAL 10, 1.94¢ J195 SIC. .00

2218s ADJ R SOUARE 5457 COEFF OF VARIABILITY  9,9PCT

i

238: VRINILE ] S.E. 8 oSG BETA  ELASTICITY

L

2% MoT0 416 A% 2. S1Y L2268

Rige T m A2 1897 e 150008 189936

a1 nut A4 A% LU 2% JAS810 61483

28 ERT 1.m AN SUT6 N AT e

129 TUTAREA -4 A AN S - TME -1 S5

2309+ CONSTANT -2 L3 28 W49

2361 INITIM RECAESSION /IR 1S, PME 4

232

130 FILE - WORNE  (COEATED - §1/14/82) ;
134 .

UM 423800033 NULTIPLE RECRESSION G000y

1344

1278 P, VAR... OC
%8

778s VARIAN FIRL SIOFOST. OB STBR. 4 . . .- ceremem e

OTHER BIRECT COSTS
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@ O ©

0 0 @ 0 o o

2400 MINCH
FCH

-

RATINN MACH NOWBER

2420 WULTIPLE R 9494 ANOVA DF  SUM SQUARES MEAN SQ. F

243#= R SQUARE 9618 RECRESSION (8 17.487 2.848 13714
2448 STD DEV 4548 RESIDUAL 9. 1.841 207 SIC, .0
2458 ADJ R SQUARE .8303 COEFF OF VARIABILITY  16.2PCT

4=

W78: VARIABLE |} S.€. B F s1e. BETA  ELASTICITY ‘
U0

% PROTO 410 A3 e M 58107 LS

2304 TT 087 028 9.255 14 142491 1.79435

Bk a1 418 J4 490 428 40T L6381

U0 0T 1,158 S8 3.247 448 5863 S

5% TUTAREA -39 M7 .73 % -.48979 -1.3%41¢

2548 MATMACH -1.043 1.407 423,532 <5316 93567

2356 CONSTANT -1.178 1828 525 .487

2560=1 INITIA. RECRESSION 01/10/62 150401, PACE 7

157

1588 FILE - NONAME

5%

Wkt 4 1 2223V RULTIPLE

Wi

228 DEP. VAR... 0DC

2630

2649= VARIABLE (S} EWTERED ON STEP 7

OTHER DIRECT COSTS

(CREATED - #1/14/82)

RECRESSIONZS ARSI 404

2650 TOCUNAT  NALINUN TAKEOFF CROSS WEICHT

HY'H

2670 MLTIPLE R 9499 ANOVA DF SUM SQUARES MEAN 3. £ [ f
290 R SQARE 9922 RECRESSION 7, 1709 242 10507 ! 1
2494= STO DEV 4812 RESIDUAL 8 1855 .232 S1C. M2 h
17085 ADJ R SQUARE 8147 COEFF OF VARIABILITY  18.8CT ’
M=

2720 VARIABLE ] S.E. 8 FooosIc DETA  ELASTICITY

3 3

2748s PROTO A28 62 15.08 .5 S5 .2

S8 17 .10 J23 098 398 1875 2.20618

ek NINL .488 864 LTI JS83 T2

M QLT 1.138 S8 423 ARTS 51399

2700 TUTAREM L 1 A% 502 <9069 -1.83438

2799 MAIMCH LU LS M5 S2 -1673 -3

2008s TOCMAL -2 L8 38 850 -.19%3  -.57284

2810+ CORSTANT 1,397 13,264 N (TRt

1820:

box

20402 ALL WIRIABLES ARE 1N THE EQUATION.

2054+

2800

8

2098: COEFFICIENTS AND CONFIDONCE INTERVALS.

0%

290 WRIARE : 95 PCT C.1.

e |
M M0 4250 < BN ]

M N 4099 -7

1% W 400 o133 2.0

2950 DAY 1.1 -1357 2,399

M4 TVTMREA 1008 e .M

2970+ MATMACH 4U2 S 34

2908 TOCUMAL - AN ANy L4

29%: ConsTANT 1,875 -t N8 B
3000«

g

W28 WARTANCE/COVMRINICE MATRIT OF THE UNNORMALIZED RECRESSION COEFF ICIENTS,

0=

W=

MWRes WYN7. IS | 7Y\ i e -
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Q @ ©

~

o O O e o nN

[}

mva s “vew

0= TT 3526 NS12

78: PROTO HIBAT M8 0

3098: TOCUNAT <4237 -39 -.8933 1,351

3099: TNTAREA S.32980 L1738 -.09115  1.56843  2.02548

e MIMCH  -1.62275  -.98823  -.05367 1.M210  LBOTTL  5.e2727

e Ut -3 - MA1Z 03852 .M 985D -.ea323

328 .
LTET me n PROTD  TOGMMAY  TWTAREA  MAIMACH

=

Y

348 2T 3 1
"=

Nes= LT |
s

1204

32101 INITIAL RECRESSION 0114782 150400, PACE 8

32295

3230= FILE - NOMANE  (CREATED - #1/14/82

32482

Wz ¢ 14142120 RULTIPLE REGRESSIONSIPIEEI e s

s

3278= OEP. VAR... 0DC OTHER DIRECT COSTS

3288:

329:

330 SUNMARY TABLE. |
n1e: ; -
3328= STEP VMRIABLE E/R £ MWLT-R R-SC CHMMCE R OVERAL F SIG.

33 . 3
334 L PROTD  E  19.84F .TSO .ST6 .STs .TSY  10.04 .41 l
E TR o £ 10.68 876 .787 .19 321 21.350 .80 t 1
e 3 Al £ ST 916 839 .73 426 26.875 998

W 4wt € 143 920 853 .44 128 15953 .4

30 5 THIAREA € 29 97 897 (M4 283 17.446 084

39 & MAIMCH E 423 .95 M2 M5 .S 13770 .M

= 7 TOCMNAL € N3 956 .92 .M M1 1058 .2

310=1 INITIAL RECRESSION $I/14/82 150401,  PALE 9

2=

3030: FILE - NOMANE  (CREATED - #1/14/82)

LJITH

USP: ¢ 4 2 4 A A AR RULTIPLE RECRESSIONGS LI s

s

ue

2486= RESIDUAL PLOT,

49

3366 T UMUE Y EST. RESIDUAL -250 ') 4280

Sl

M= 2.5 2.4% A% 1.

5 240 2.9 86 1.

I AT AW - . 1

B A6l LW 216 T,

B L8 SN 240 .

W LM AL -0 .

- S TRY -] %8 T .

Mo A2 A -5 . 1

W 4T L m .

Bk 29 2.8 1 1.

H2h S.aM SdaM 27 T . ;
N LSS S - 1

%4 S0 S.M A8 T .

uW: S8 sim 3 1.

W 532 S AN .

UM S8 S.aM K] 1 .

%8

3% NOTE - (8) INDICATES ESTIMATE CALCULATED WITH NEARS SUBSTITUTED

1708 R IMMICATES POINT OWT OF AWIGE OF PLOT

Al e e e e e
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. sw

3728=

3736= NUMBER OF CASES PLOTTED 1.

3740 NUNBER OF 2 5.D. OVTLIERS ’ R § PERCENT OF THE TOTAL
3se

3768 V0N NEUMAMR RATID  2.5574 DURBIN-UATSON TEST  2.39786
g .

3788+ NUNBER OF POSITIVE RESIDUALS 2.
3790 BURBER OF MECATIVE RESIDUALS 4.
3908= NUNBER OF RUNS OF SICMS 9
B

3320= NORMAL APPROTIMATION TO SICN DISTRIBUTION IMPOSSIBLE.
383 USE A TABLE FOR EXPECTED VALLES.

364051 INITIAL RECRESSION 01/14/82 15.84.91. PAGE 18
3054=

3048 FILE - WONAME  (CREATED - #1/14/82)

07

3886: 4 4 4 400 A RULTIPLE RECRESSIONOS S 40020
3894

3994: DEP. VAR.., TOOL TOOLING

3918=

3928+ WEAN RESPONSE 1.08119 STD. DEV. 1.55994

3938=

394§: VARIABLE(S) ENTERED OM STEP |
3958: NZULT ULTIRATE LOAD FACTOR

1948-
3978 MULTIPLE R 4843 ANQVA DF UM SQUARES NEMN SQ. F
3988z R SQUARE L2365 RECRESSION L 8.633 8.433 4,337

3998= STD DEV 14189 RESIDUAL 14, 27.968 1.991 SIC, .65
4088= ADJ R SQUARE 1828 COEFF OF VARIABILITY 78.3°CT

518

4020= VARIABLE ] S.E. B ¥ SIC. BETA  ELASTICITY
4938

4048 NZTWLT -1.558 748 4,337 .05 - 48633 -1.75454
H58= CONSTANT 4,965 1.568 15,134 .7

848:

78

L

090 4 2 4 43 4 180N AR
198

41165 VARIABLE(S) ENTERED ON STER 2

4126= MIMCN  BATINUM WACH NUWBER

8H34-

4148 WLTIPLE R L6533 ANQVA OF  SUM SQUARES MEAN SQ. F
41582 R SUARE 4294 RECRESSION 2. 15,674 7.837 4.892
4168 STD DEV 1,2657 RESIDUAL 13, 0.827 1,682 SIC. .02
41782 ADJ R SOUARE 3416 COEFF OF VARIABILITY  76.3FCT

4188

4138 VMIABLE B S.E. B F SI6C. BETA  ELASTICITY
200

218 QLT -2.563 825 9.657 M -.30036 -2.99855

1220 MAIWACH 1,473 ;] 4,395 0% 53989 s

§230« COMSTANT 6,783 $.048 16,979 .M

2401 THITIAL RECRESSION /1482 15.04.81, PME {1

258

4240= FILE - WONME  (CREATED - #1/14/62)

278

200 4 42 40 v S 0NULTIPLE RECRESSIONI O VIGO0

129%-

4300= DEP. VAR,.. TOOL ToLIne

919

€320+ WARIADLE(S) ENTERED ON STEP 3

133 M

=

4350 MATIRE R 7260 ANOVA DF  SUN SQUARES NEAN SQ. F

1360 R SQUARE 3276 RECRESSION 3. 19.258 6.419 447

§178s TR BV TIORY RESINGN. . . 12, .. 17 282 L4 e e
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13005 ADJ R SQUARE 4095 COEFE OF VARIABILITY 86600
29:

s VRIABLE B SE B F SIG.  BETA ELMSTICITY
Mg

420 X2ULT ~3.095 451 13.238 .003 - 96642 3,495
430 MAIMACH 7.49 3.843 3.7 .07% 2.73475 63115
ag: NN -2.472 1.692 2,494 148 -2.12187  -.685M9
4458= CONSTANT 8.186 1.79 26,813 .

Hids

U=

L

s 2 4 4 43 141114 IEIIIIERIRBBIAED NN
1506

4310 VARIABLE(S) ENTERED OM STEP ¢

828 7

133 .

4540 WLTIPLE R 7386 ANOVA DF SUN SQUARES MEAN SQ. F
1550 R SQUARE S4S5 RECRESSION 4. 19.913 4,976 3.3
4568- STD DEV 1.2288 RESIDUAL 11, 16.568 1.588 3iC. .65
4576= ADJ R SQUARE 3883 COEFF OF VARIABILITY  48.2°CT

4586

4599: VARIABLE ] S.E. B F SIS, BETA  ELASTICITY
08

18 ZLT -3.512 LOTT 16,639 M6 -1.09453 -3.96857
&0 MIMCH 7.941 [N 1) .ne .M 291188 47282
4638= NN .98 1.768 2.695 129 ./ -.TM3
[0 O -5 N [4] A% .58 - 18274 -.792%%
4650 CONSTANT 16.491 3.992 T.M48 22
464831 INITIAL RECRESSION #L/14/82 150481, PNE 1L
“1e=
4608 FILE - NOMAME  (CREATED - #1/14/80)
4494

708 4 5 4 4 A 4 2 A MULTIPLE REGRESSIONOIOIGS®EOSIOBII I
ine

4728= DEP. VAR... TOOL TO0LING

73

4748= VARTABLE (S) ENTERED Ow STEP S

4758= PROTO WMBER OF PROTOTTPE AIRCRAFT

[y 2

AT76: WATIPLE R 7516 ANQVA DF SUR SQUARES MNEAN SQ. F
4790: R SQUARE S648 REGRESSION S. 26.585 L7 2.587
47%: STD DEV 1.2616 RESIDUM. 9. 15,916 1.592 SI1C. .94
4800= ABJ R SQUARE .59 COEFF OF VARIABILITY  T76.#PCT

810

4820= VARIABLE H S.E. B 3 s1¢. BETA  ELASTICITY
493:

4= NWLT -3.710 1,188 10,454 409 -1.15857 -L.18459

4830 MAINACH 8.381 417 4037 m L6723 TiM

Bes M2 3.4 1.064 .9 .19 -2.320% -.8134

®1= 7 -9 K ] ST T -21977 -.98317

4808~ PROTO 2 .357 A2 5% A% 2551

%= CORSTANT 18.783 4085 N9 025

A990=1 INITIAL RECRESSION AR 15.M.01. PME 13
Wi

928« FILE - NORARE  (CREATED - #1/14/82)

9=

W 2 20 02 s o QULTIPLE RECRESSIONIGCEYIOG LIS
9350

4968= JEP. VMR... TOOL TORING

Ly ’

4900= VARIADLE(S) ENTERED OM STEP

4999 TUTAREA  TOTAL UETTED AREA

9082
610= MLTIPLE R 7692 AOVA OF SUN SQUARES NEAN SQ. F
S#20s R SQUANE +3919 RECRESSION [ 8 21.604 .48 2.175
2. ATR N6V 1 PRAL DEQTOUM . . - 8. ... 14097 3. 450 RIC 142
122
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$a4= AL 3 SQUARE 3198 COGFF OF VARIABILITY  71.4RCT -
C o soses !

Prtwve sins esw

S48 VARIABLE »  SE B FoOSIG. BETA  ELASTICITY
saTes
C  seees ur 4351 L4 .06 814 -1.35958 -4.987)
0982 MAIMACH 7022 46 2450 %2 2.61099  .40345
Sisgs NIND 2479 2897 L3W L7 198 -.63T2
C summ S6 L8l Y3 LI -930% 420
St2gs PROTO M TS 453 .4 2818 33343
$138s THTAREA 092 L6k L6l6 AS3 L4e887  4.51220
C  sieps consTANT 9250 4ot M2 0TS
1881 JMITIAL RECRESSION $I/I4/82 1S.0000.  PRGE I
Stede
Q 5170« FILE - MMME  (CRENTED - 01/14/82)
Sk
Si: 220 a2 s s NULTIPLE REGRESSIONIEIIOIOGIT OIS
O su r
S2105 DEP. VAR... TOOL TO0LING i
5229
S28: VARIABLE(S) ENTERED ON STEP 7 ty
S248s TOCWMAL  MATIMUR TAKEOFF CROSS MEIGHT ‘
2%
b8 WLTIPLE B 9973 AKOVA DF SUW SQUMES MEAN S3.
$278: R SWARE L4517 RECRESSION 7. 23.78% .M 2.1%9
S289= STO DEV 1.2604 RESIDUAL 8. 1.2 1.589 SIG. .i54
! §298= ADJ R SQUARE .3470 COEFF OF VARIABILITY 76.6°C7
530:
53185 VARIABLE P OSE B FoOSI6.  BETA  ELASTICITY [
C s h
S33#e NIULT 23,055 1438 T.S67 025 -1.2354 -4.44078
S348: MAIRACK 9.757 4,989 3.825 .08  3.57465  .B26ss '
C 5358 w2 592 .41 510 .81 -2.8529 -9
5368= T M5 .32 LT 25 -5.7264 -20.86837
53782 PROTO W58 23 819 .89 03981 68378
C 53 TWTARER S.15  .7:8 1883 267  5.43938 25.27218
$398= TOCUMAL 3980 . L3S LTS 2.28483 22.38187
S40s CONSTMNT  -31.158 3.6 .84 3%
sa1gs
s
S438s AL VARIABLES ARE IN THE EQUATION.
Siags
se:
A
( 3479s COEFFICIENTS AND CONFIDENCE [NTERVALS.
S480
S49gx VARTARLE 8 98 0CT C.1.
C  s30¢
510 NI 2.8 M3 -39
2P MINEH %I LA 24N
O 5= mm .50 Y 1.1
S TI S8 -T2
S338e PRSTO B a7 1.
Q  ssiee twer .15 34818 131
570+ TOGUNAY L5 K80 10449
. e COSTMNT 31192 - 1640 489707
O
Sieee ’
o M WARTAKCE/COVARTNICE MATRIT OF THE UNNOMMLIZED RECRESSION COEFFICIENTS.
s ‘
%N :
: Nage MIN2 5.12%90 :
O st 200 167
: Side PN JUn s
DL SA70e TOGHMAL  -2.9817 -.03388  -.4M20 NN !
C oS00 TVIMER 2,208 -1.1913 -.02T6 10.76261 13.89809 2% '
UOls MATHACH 11 1ML - APRSL . TEM & VALK 98427 24 0OMS r

|
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o 0 0 0 6 O o

Q Q@ o -~

-

~

e .t csseveuwn cwow s seveue wiwivie “tiv.m mtiwse s

S768: NIULY -.02254 -, 02028 - 25863  1.0320¢ U957 -.43389
S716s

§128: 1L n PROTO TOGHMAX  TUTAREA  MAIMACH
5738 .

748

5738 NZWLT 2.84748

S768s

$778= [ 4

ST

1=

S008=1 INITIAL RECRESSION 01/14/82 1S.44.01. PAGE IS
581

2= FILE - WONAME  (CREATED - #1/14/82)

8%s

S 0 82 4 4 b A RULTIPLE RECRESSIONGIOSGIII G0
5858

5648z DEP, VAR... TOOL TOOLING

5878

5808

5898s SURMARYT TABLE.

5984:

5916= STEP VARIABLE E/R F MAT-R R-5¢ CHAMGE R OVERALL F SIC.
5928=

3939 1 NIWLTY E 4,337 486 237 237 - 48k 4,337 5
5948: 2 MAIMMCH € 4,395 655 429 193 4 4.892 .06
95 3 M 1 2,494 726 528 698 L0690 LR YRR s
50%8: &4 TT 3 A% 739 S M8 253 3.3 .82
5978: 3 PROTC £ A22 751 .56 .m8 .3 2,587 .0
S998: & TUTAREN E S16 769 592 028 .16 LA i
$999: 7 ToGuM £ 1.375 .807 852 .08 .33 2,139 .15¢4
008=1 INITIAL RECRESSION #/14/82 15,6401, PAGE 16
s

4820 FILE - NONAME  (CREATED - #1/14/82)

838

O 2 4 2 o NULTIPLE RECRESSIONIS SR04
5:

(VY 13
6070= RESIDUAL PLOT.
W% T UMUE Y EST. RESIDUAL -25D [ B +28D
(31
4118 6,837 5.151 1.687 1 .
$128= - -.951 -.282 . 1
6130 8/ M2 -. 29 o1
il 13 648 J48 1.
$158: 3.614 2.674 94 1 .
168 L4 1.472 - W o1
4170 .m 1.9% e 1.
100 .60 4% -1.827 . !
4190 1.8 an .3 1 .
200 8 .17 -2 . i
21 1.044 .55 -JU . 1
22 9 L - .1
L 1.2t .5 -2 o1
2 2. M7 1 1 .
238 1.8 2.7 -1 . 1
248 2.0% 1004 3 G
1276
4200 MTE - (%) 1NDICATES ESTIMATE CALCULATED WITM MEANS SWBSTITUTED
1290 R INDICATES POINT OUT OF RANGE OF PLOT
6208«
491
(320 WMIER OF CAGES PLOTTD) 16,
§308= WNBER OF 2 .0, WTLIERS (X 0 PERCENT OF THE TOTAL
40
6350 W8 IS MTIA 200000 . . MPRIN-JATSOR TESD .. 2 (000
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~

[ TR - mawe PR Wl ev mw aYve e

368
$370: WRBER OF POSITIVE RESIDUALS 1.

$306: WNIER OF NECATIVE RESIDUALS 9.

$399s NUMDER OF RUNS OF SICNS 13,

[rr

4102 NORNAL APPROZIMATION TO SICH BISTRIBUTION [MPOSSIBLE.

A28s USE A TABLE FOR EXPECTED WALUES.

“u::uumu RECRESSTON §1/14/82 1S4 81, PAGE 17
430s FILE - MOWANE  (CREATED - #01/14/82)

bAol=

AT 4 4 ¢ 24 42 NULTIPLE RECRESSIONSI a4 EN
400

4% BEP. VAR... NANF MANUFACTURING HOURS

300

£518> NEAN RESPOMSE 3.705¢ $TD. Dev. 45448

4520

$5382 VARIRBLE(S) ENTERED Om STEP !

§540s TOCUMAY  MARIMUM TAKEQFT CROSS WEICHT

45502

$360: RULTIPLE R .5842 ANOVA DF SUM SQUARES NEAM SQ. 3
$578= R SQUARE L3413 RECRESSION 1. 2.1 2.1%4 7.253
4500= STD Dev 5508 RESIDUAL 14, 4,235 383 §16. 87
$599= ADJ R SQUARE ,2942 COEFF OF VARIABILITY  14.8PCT

6882

618 VARIABLE H S.E. B F SIs. BETA  ELASTICITY
[V

6630 TOCUNM 389 J4 7.253 M7 SH1e LT
bbd2 CONSTANT -.459 1,624 64 692

$458:

648

'y

[ R R N N R R NN R RN R N R R R R R A XXX XY
'3, O

4708: VARIABLE(S! EWTERED ON STEP 2

718 KLY WTIMTE LOAD FACTOR

72

$736s WLTIPLE R 2807 AMOVA DF SUM SQUARES MEAN SQ. F
7482 R SQUARE L7754 REGRESSION 2. 4,98 2.4 .41
#7358 STD DEV 3332 RESIDUAL 13, 1043 RITRY (N )
$768s ADJ R SQUARE 7410 COEFF OF VARIABILITY 9.00CT

770

6788 VARIABLE B S.E. B F Sic. BETA  ELASTICITY
$7%:

898 TOCUNAY S5 A3 W7 e 1.39201  2.88429

9182 NZRLT 1,401 Z9 0 BN 104250 Te889

820 CONSTMNT 454 L 2.4 .

“ﬁﬂ‘:llllﬂﬂ RECRESSTON AU IS, PRGE 18
6850+ FILE - NOMARE  (CREATED - 91114/62)

Wib= -

B s 284000 RULTIPLE RECRESSIONGI GO0
000

o . VAR WE FACTURING HOURS

e
€918« VARTADLE(S) EWTENED Om STEP 3

e o

493

990 MATIME R .732¢ ABVA OF SUN SQUMRES NEAN 50, F
1930 R SIUME 0492 RECAERCIOR 3. 5.5 1063  W.014
980« $TD DEV 2046 RESTIUAL 12, E M St6. 008
$97¢s ABJ R SQUARE .0347 COEFF OF WARTABILITY 1.4%Y

900

99 WRIARE ] | R ) f [1{ KTA  ELARTICITY
1000

Mike TLAT [/ ORI [ I VMM 2 A
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(@]

- Q9

0O O 0 o o o

o]

cewa cemeie T wsrees  sewe armevun .

.55579

265

an

To2h= KIULT 13.63¢ 003 JT2724

1638 MINL J% 58 8.413 912 37659 02488
1648 CONSTANT ~1.827 173 19,297 .M

1056:

048

1010=

R N R N Y N N SR RN R R R RN K]
10%:

Ti0f= VARIABLE(S) ENTERED OM STEP ¢

i 77

128

7130 MATIPLE R .9420 ANOVA DF SUN SQUARES MEMN SG. F
T188= R SQUARE 8873 REGRESSION 4. S. 764 1.426 21,687
7158= STB DEV 2367 RESIDUML . W2 066 SIC. 608
7168 ABS R SQUARE 8463 COEFF OF VARIADILITY 6.9PCT

nr:

7188 VARIABLE B S.E. B F SIC. BETA  ELASTICITY
e 1
T208+ TOCNMAX 986 66 35,389 .M 1.48248  2.98845
T210= NTULT 1.047 202 15,948 M2 J7867 (57368
T228s MINZ Bt 472 4.864 059 3163 0987
1238 TT -.009 07 1.751 .213 -. 26835 -,23564
T248= CONSTANT -8,49% 1.8 21,670 .M

T238=1 INITIAL RECRESSION 01/14/82 (S.04.81. PAGE 19

1260

T278= FILE - NONARE  (CREATED - #1/14/82)

1284:

T2 4 2322 2 4 4 e MULTIPLE REGRESSIONGSEV 404

7384:

1310= DEP. VAR... WANF MANUFACTURING HOURS "
1328= ;

7338 VARIABLE(S) ENTERED OM STEP 5

T3dg PROTO WMBER OF PROTOTYPE AIRCRAFT

7356=

T3bhs MATIPLE & 9464 ANOWA DF SURN SQUARES MEAM SQ. F

1378= R SQUARE 8957 RECRESSION 5, S.758 1.132 17.168
7388« STD DEV 259 RESIDUAL . 471 87 315, .00
7396s ADJ R SQUARE .8433 COEFF OF VARIABILITY T80T

Tag8:

TALl= WARIABLE 1] S.E. 8 F SIC. BETA  ELASTICITY
1428+

742 TOCHMAL 017 A8 U713 M 1.3 2.7%¢2
T448s NIULY 1 2% 9.995 410 49245 1T
7458 AINZ 158 J L1 0 28297 LH18M4
Teos (T -.08 N Y 1.197 .M - 22729 ..
T476= PROTO m g 88 .9 1673 (03815
T400: CONSTANT -7.949 .08 14,009 003

T4%:=1 INITIAL RECRESSION /AR 5.8, PNE 2
1508

75102 FILE - NONAME  (CREATED - #1/14/82)

1529

T30 04 40 4 4 NULTIPLE RECRESSION® I 20000 s
1548

W= JEP. WR... MIF NAUFACTURIIC HOURS

5=

TS76= VARTADLE(S) ENTERED OM STEP ¢

TS00= TUTAREA  TOTAL UETTED AREA

159

Tobbe MULTIPLE R 9481 AOWA FSUR SQUARES "EMN SO. F

Thise R SQUARE 0199 RECRESSION 6. S.708 M3 13.349 .
7428s STB DEV 06 REBIDUAL 9. A 72 SIC. .08 .
7630 ADJ R SQUARE .0314 COEFF OF WARIADILITY .27

164 .

7458 VARTABLE ’ S.E 8 F o sIe. DETA  ELASTICITY
Tob8s

TAZG TORAY 1 2IA . SP2 L A UL BAA 1 R0PKt 9 Ak

126 |
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Tove stvavve  wewww -

YY) sven

Te0s KZULT TR TR T Tt BT R

149 nINZ 143 S 4112 3 TR s
nes= T -42 b S 32 -1.19733 -1.9928
1710 PROTO 4 N 367 54 8780 92872
1128 TUTAREA M0 J9 29 00 43608 98953

T738= CONSTANT  -11.477 4.829 2.8 a7
T748: L INTTIAL RECRESSION $1/14/62 150481,  PMCE U1
1756

THO: FILE - NOMANE  (CREATED - #1/14/62)
mes

TIohs ¢ ¢ 40 222 a0 NULTIPLE RECRESSIONSIZOGI®IIOSG
=

T808= DEP, VAR... WOF WANUFACTURING HOURS

e

7428+ UARIABLE(S) ENTERED OM STEP 7

TEMs MATNACH  MALINUM MWACH NUMBER

1848

TeSh: NULTIPLE R 9562 mOVA DF SUM SQUARES MEAN SG. F

1840 R SQUARE 29 RECRESSION 1. 5.905 829 18,623

7678= STD DEV 2794 RESIDUAL 8. 42 078 SiC. .02
7806 ADJ R SQUARE 8179 COEFF OF VARIABILITY 1.50CT
189

1988: VARIABLE B S.E. 8 F SIC. PETA  ELASTICITY
1918

1920 TOGURAL 1.389 478 4192 075 2.08833  4.21044
7934 NZULT 936 a9 8.56¢ M9 A6 W
19482 RINZ -7 50 055 .82 -22169 -8
1958= 1T - 938 N 1 451 M3 -1,62783  -1.43943
T948: PROTO L) 94 225 .48 N a3 ]
1970: TUTAREA 559 826 A5 518 89562 1.23442
19885 MATMACH Y 1.186 38 .7 SK3IT MBS
T99%8= CONSTANT  -13,162 1.8 .92 .12

oo

Wi

G020= ALL VARIABLES ARE IN THE EQUATION.

034

80442

3=

W68 COEFFICIENTS AND CONFIDENCE INTERVALS.

wn:

$000: VARIANLE ] 95 PCT C.1.

L

8160 TOCUMAL 1.389% - 4788 2953

il WuLt 2% L7 bk

20 N2 =417 1.7 L6

30¥: T -5 -.223 A0

140 PROTO N -.4N8 2608

M1S0s TUTAREA 550 1.6 LWk

$160s MATMACH 6258 1024 31758

0176 CORSTANT  -13.1687 -30.9287 45973

$100=

1%
U280« VARIANCE/COVARIANCE MATRII OF THE UWNORNALIZED RECRESSION COEFFICIENTS.

25169

S0y 510

N C<BN . B

TG S 2T - % - B4 HNe
TUTAIEA - 1117 -.05881 -.0M73 .SuUN .dan
MAINACH
o

I R - N 3 2NN LN
.MM -3 -N23 BT N1 -8
Qi me n PROTO  TOGUMAL TUTAREA  MAXNACH
0=
L ]

S e e ——— - [
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(@]

Q 9O

§340 NZULT 10157
1354

8348+ NORY
137

1308

8390=1 INITIAL RECRESSION f1/14/82 15.04.01, PAGE 22

[ 1 1]

$410= FILE - MOMAME  (CREATED - #1/14/82)

U2

UMW ¢ 2222 RULTIPLE RECRESSIONDZGSIIOIOSIOGDSL
8444

0458= DEP. VAR... NANF MANUFACTURING HOURS

Nis=

"igs

8400s SUNMART TABLE.

W

§588s STEP VARIABLE E/R F MAT-R R-5Q CHANCE R OVERALL F SIC.
5=

520 | TOCMMAL € 1.233 .S84 341 341 .584 7,253 M7
83 2 MWt £ 25,156 (881 .TT6 434 -.036  22.451 084
54 3 M E 8.613 .932 .86% 094 454 2b.614 .0M
0556 4 1T 3 1,751 942 867 .18 .332 21.447 .08
Bi: 5 PROTO £ 003 946 896 M8 528 17.168 .0M
8576 L TUTAREMN € 296 048 .89% M3 it 13.340 .0
9560: 7 MAIMACH € 328 .9 93 M4 A2 10,623 M2
§599=1IRITIAL RECRESSION 01/14/82 1S5.84.01. PR 3
8009

8610= FILE - NONAME  (CREATED - #1/14/82)

U

B830: #3423 4 MULTIPLE RECRESSIONS IS o034
8648

$458:=

Bob#= RESIDUAL PLOT.

8678

9606= T VALUE Y EST. RESIDUAL -25D .. +28D
%:

784: 3.23% .05 189 I .
8718 2.526 2,475 - 149 . I

L 1pd 3.004 3. .9 | S
8738 .26 .31 =04 1

14 L7 4.382 J4 1 .
758 3.118 .09 837 1.
1748 4078 4,10 =82 .1

= 3.738 4,045 -.308 . I

708 4.0 3.94 gt 1 .
7%= 2.083 .13 N < 1.
8300: 4.412 222 19 1 .
’if 4,297 4143 158 1 .
0 .40 497 -8 . 1

o 526 3. .25 1 .
0w 3.3% 3.39%8 -2 . i
0w 474 L1 N ) I.
Nigs

0879= WOTE - (¢} INDICATES ESTINATE CALCULATED UITH NEANS SUBSTITUTED

Ll R [IDICATES POINT OUT OF RMIKE OF PLOT

0%

19%9:

1916+ INIER OF CAGES PLOTTED .

§926+ IARER OF 2 §.0. OUTLIERS o or § PERCENT OF THE TOTAL

-

0040 V0N JENA MATIO 3,149 DRRIR-UATSON TEST  2.957M

934

1960= WINIER OF POSITIVE AESIDUMLS 10,

0970= WNIER OF BECATIVE MSSIDUWLS b

1900 WMIER OF RN OF SICHS 1.

ol ————— o tiace e - -
128
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;“i= NORMAL APPROIIMATION TC SIGN LISTRIBUTION IWPOSSIBLE.
9916: USE A TABLE FOR EXPECTED VALUES.

W20s1 INITIAL RECRESSION fl/lsy 150401, PAE 2
"w4:

940+ FILE - NONAME  (CREATED - 01/14/82)

L]

Wds 8 2320042 RULTIPLE REGCRESSIONC® SIS DI
L

W00s DEP, VAR... MAMRAT NAUFACTURING MATERIALS

¥

2180 NEMN RESPONSE 402899 STB. DEV, 0286

1igs

N2 VARIABLE (S} ENTERED O STEP |

134 PROTO WUNBER OF PROTOTYPE AIRCRAFT

M=

M3 MATIPLE R 5962 ANOVA DF SUM SQUARES MEAN SO, £
1168: R SQUARE L3554 RECRESSION L. 7,63 .64 772
78 STD DEV L5841 RESIDUAL 14, & 341 SIC. 915
91686 ADJ R SQUARE .3694 COEFF OF VARTABILITY  14,SPCT

"

9208: VARIABLE B S.E. B F SIC. BETA  ELASTICITY
92ih=

9228 PROTO 30 14 .72 015 59817 L1924
1230= CONSTANT 3.2 315 184,750 .0

4=

175

9268=

20 # 3 8334434343830 08 88000040
9288:

§298= VARIABLE(S! ENTERED ON STEP 2

9300 TOCKNAL  MALIMUM TAKEOFF CROSS WEJCHT

318=

9328= WOLTIPLE R 7938 MNOVA DF SUM SQUARES NEAN 5¢. F

9336= R SQUARE 6341 RECRESSI10N .
93M= ST DEV «A592 RESIDUAL 13.
9358= ADJ R SQUARE .5732 COEFF OF VARIABILITY
9348+

9376 VARIABLE 1 S.E. 8 F
9368+

9399 PROTO a0 QiU 12472
Y498 TOCUNAY 374 A 9.68
$418s CONSTANT -5 1.375 A1
4201 INITIAL RECRESSION

i

9440 FILE - NONME  (CREATED - #1/14/82)
9USpe

4,878 2.335 11074
.74 211 SI6. 42
15.4PCT

Sic. BETA  ELASTICITY

6 59568 19225
508 S2AL4 135S
2

/1482 150481, PACE 28

Mol 2 433 40000 NULTIPLE RECRESSIONGS e300 04

Wik

$400= DEP. VAR... PUAT  MWIFACTURING MATERIALS

1494
9500= WARIABLE(S) ENTERED OM STEP 3
:{l”.- o ULTIMATE LOAB FACTOR

6= MLTIE R 9297 ANOWA IF SUR SQUARES MEMM SQ. ¥

340 R SQUARE QM3 eSS 3.
9138 STO DEV 2095 RESIDUAL 12,
9568 ABS A SOUMRE .8204 COEFF OF WARIABILITY
376

300 YARIAE 1 $.E. 3 f
9%

%00 PROTO S SN LN
Yolds TOCUNAL 00 S 2.4
Yhs NDRT 1.3 JZ8 0 W0

9438+ CORSTANT 0.1 194 2.03
1648
LLL

129

6405 243 /a4
1.083 584 SIC. .00
7.2007

$16. FETA  ELASTICITY

N 26813 L08034
N L2UTS 247080
S SR TS
0
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T vwes

%48
W70 3 ¢ 3 20 0 4310442624202 30000

%00

9698= VARIABLE(S) ENTERED OM STEP 4

1708 MINZ

719

720 WLTIPLE R 9551 ANOVA DF SUN SQUARES MEAN SQ. F

$738s R SQUARE L9123 RECRESSION 4 6. 760 1,60  28.404 ‘

$740s STD DEV .2431 RESIDUAL 11, 4S8 059 SIC. .08

';9- ADJ R SQUARE .G804 COEFF OF VARIABILITY (X 1

L

778 WRIALE 1 S.E. B F $I6. BETA  ELASTICITY

7%= .

7%= PROTO 431 m 3.226 .10 9998 L0454

1900 TOGUMAL .83% G160 52,877 .00 1.17453  2.33825

Wide KQULT 1,485 280 16810 M2 J5196 .S4788

828 M7 158 el .07 .32 27814 Nt

9838= CONSTANT -7.929 1.706 21488 .001

994821 INITIAL RECRESSION 91/14/82 15.84.81. PAGE 26

1858

9368 FILE - WOMMRE  (CREATED - #1/14/82)

%=

9B + 2 4 H sttt ¢NULTIPLE RECRESSIONY IS0 000

89

9900: DEP, VAR... MANRAT MAMUFACTURING MATERIALS

g

$928: VARIADLE(S) EWTERED OM STEP S

93 T 1

1944

99582 MLTIMLE R 9574 AV DF  SUN SQUARES NEMN S4. F '

9968 R SQUARE 9167 RECRESSION 5. 6,793 1,359 2.084 !

1970+ ST DEV L2485 RESIDUN e, 617 562 SIC, 066
9988 ABJ R SQUARE .3738 COEFF OF VARIABILITY 4. 2°CT

"9¢:

$800: VARIABLE 3 S.E. B F SIC. BETA  ELASTICITY

e

0928 PROTO 126 07 2451 169 18225 05882

M30: TOGUNAL 93 AT 27938 .00 1.814  2.68042¢

00482 NIULT 1.140 282 16,289 .2 J8W3 ST

56 NIN2 AN m 3.851 .8 JMTS N

Méd: TT - 008 K 4 521 A8 - 1475 -

W78 CONSTANT -4.606 1,978 18.9% .M

0000=1 INITIAL RECRESSION SL/IMR2 150401,  PME 27

89

0106 FILE - MONAWE  (CREATED - 01/14/82)

1110

020 ¢ 03 400 ¢4 NULTIPLE RECRESSIONSIIIIOGIGGIOGIISG

126

0140 DEP, VAR... NAMRAT MANUFACTURING MATERIALS

159

S48« WARIANLE(S) ENTERED O STEP &
HNe TUTREA  TOTAL UETTED AREA

(T ]
s MRTIME R .93 MOW OF SUM SUAMES NEMM S3. F
2200 & SWUNE 285 ECESSION &, L0 1160 W7 ,
210 STO OEV 2427 NESTUNL 1 39 059 SIC. 006 ’
02205 ABJ R SOUME 0008 COEFF OF VARIABILITY  4.00CT
12991
0240 WRIARLE I S&3 FoSK. BETA  ELMSTICITY
e \
248 PROTO MM LM oA amw ‘.
0278 TOLEAL 1.5 S8 LS MY LTS LaNe '
0200« QLT .14 T R M uWn :
2% 1IN 468 412 S22 .. Q062 e
[ -7 A5 10 2T 1M1 1.1 l

U TUIARFA . RI0 AL Y AR TR 2280, A . ... . . ,

130 |
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13205 COMSTANT 15,739
0308 L INITIN. RECRESSION
1348

T e

6,179

PRTTS

5587

§358: FILE - BOMME  (CREATED - #1/14/32)
1348

0= 602000020 NyLTIPLE RECRESSIONI IRt a1

1304
0390= DEP. VAR... NANMAT
08

0418 VARIABLE(S) ENTERED ON STEP 7
§420: MAIMCH  MATIRUN WACH NUNBER

3=

i X))

/1482 15.84.01,

RANUFACTURING MATERIALS

44 WLTIPLE R 9475 MNOVA

s tnves cevveen

DF  SUN SQUARES MEAN SG. 13

$438= @ SQUARE 9360 RECRESSION 7. 6.9%
M= ST DEV 2435 RESIDUAL 8. ATA
0470e ABJ R SOUARE .B368 COEFF OF VARIABILITY 4.0PC
[

H¥: VRIARLE ] SE. B F SiC.
1508

#518= PROTO 47 1§82 737 .48
1528 TOGuMAY 1.798 59 9.249 914
0538 WY 1.143 278 14,952 603
1548: NIN2 -.253 437 W33 578
5% T -9 K Y4 .47 a5 -
§566= TUTAREA 1.#52 8/ ] 2.13¢ 182
1578 MIMACH 936 964 94 360
§380= CONSTANT  -18.25¢ &M 7.3 92
599=

Yob8:

§o18= ALL VARTABLES ARE IN THE EQUATION.

2=

0838«

| L

0458 COEFFICIENTS AND CONFIDENCE INTERVALS.

toit=

$678: UARIABLE ] L RN

s

1690= PROTO Ny H -.1183 2586

700= TO0UMAL 1.7978 A6 3160

710 N2WT 1.143¢ 5030 1,783

720 11 -5 -1. 215 J347

= v i k] - 2488 N

§740s TUTAREA 1.8518 -8 LNz

7%= MIMCH 9342 -1.2858  3.1582

0760 CONSTANT 18,2598 -32.7%46 -2.7944

Ll

700

1008

ni=

2= K82 e
83 T 0003
0040= PROTO SN
2050 TCw1 -.10837
0060« TuTMEA - 002
0879 RADMCH -8
el M - 000
L

1% me
N

1928-

M Y mi
L

95 L)
190

1978

N L
212
-.83%
=004
-52%8
-

o

131

B
-02380
-
-0
- 00938

1]

N3
A4
et ]
SN

TGt

A9 6717
039 SI1C. .84
T

BETA  ELASTICITY

10485 B3M49
251766 5.41218
TN 51858
<85 -9

2.56820 -1.2%72
1.56951  2.13%18
Je16b 03546

Sins
A e
M8 -89

TUTAREA  MATWACH

PAGE 28




@ Q@ €

29 0 0 0 6 o0 o

#9862 INITIAL RECRESSION

1999+

1008= FILE - NOKANE  (CREATED - 61/14/82)
1818

W= 044800000 MULTIPLE RECRESSIONGISEIGIGI VY
193¢=

1046z DEP. VAR... WANMAT MANUFACTURING MATERIALS

§1/14/82 15.04.81.  PAGE 29

1456+

1068+

1078 SUNNART TABLE.

1904=

1#98= STEP VARIABLE E/R F MRAT-R R-SQ CHANCE R OVERALL £ SIC.
1100

1iis 1 PROTO E 1.7 5% .355 .38 5% 1.8 1S
128= 2 TCW@NAI € 9.656 794 .43 TS 525 11074 R
113= 3 N E 2.718 .93 .88k 234 M58 25.479 .iM
1148z 4 NINI 3 6817 955 912 M8 479 28.404 .iB0
{1s4= 5 77 € STT 95T 91T 884 8T 2.6 M
11602 & TWTAREA € 1,462 964 928 .012 .118  19.467 .0M
1176 7 MAIMACH € 97 .93 M8 43S 1017
1180 INITIAL RECRESSION 01/14/87 15.04.81, PACE 36
1194=

1208 FILE - NONAME  (CREATED - #1/14/82)

1214

1205 4 4 4 4 30 2 43 RULTIPLE RECRESSIOND ® OISR b
1238

1248

125= RESIDUAL PLOT.

1248+

1270 1 VALUE Y EST. RESIDUAL -25D L 3] +250
1286

1296 3.438 3.289 .189 I
1364+ 2.786 2.822 -3 o1
1319 3.998 .08 -in . 1
1328 3.873 3.84 2% i
1330 S 4.853 AN I
1340 l.288 3.252 H3% I
1350+ 4,388 4.349 33 I
1348 3.918 4,33 -4 . 1
1379 4.251 4.3 <. M9  d
1380 3.608 2.99% 14 1
1398: 4.80 4,437 183 1
1408+ 4.562 4.538 A% I

1

H

I

1

141d= L8 47 Y ] .

1420 3.857 3.9 20 .
1434 3.73 3.9%2 =122 .

1444= . S.042 | .IK .

1450

1468+ NOTE - (#) INDICATES ESTIMATE CALCULATED UITH NEANS SUBSTITUTED
147 R [MDICATES POINT OUT OF RANGE OF PLOT

1900

1

1300= WREER OF CASES PLOTTED 16.

gmwzs.l.wmas § R § PERCENT OF THE TOTAL
1530« VON NEUNMR MATIO  2.47M48

154=

1350+ IUNIER OF POSITIVE RESIDUMLS 1.
1568 WURBER OF IECATIVE RESIDUALS 'S
1578 WUNDER OF MNS GF SiCus 1.
1308+

1590 NORRAL APPRSIIMATION TO SICH BISTRIBUTION INPOSSIME.
1600 USE A TAME FOR EXPECTED WALUES.

DRDTN-UATSON TEST  2.323%%

1610=L INTTIAL RECRESION NG 15.4.01.  PAGE 3t
1620
C 1AM EUE - WNME _ (IREATER . A L1AR7 e~

132




~

Q @ O

O o 0 @ o

~

cveo cme sew oo e IR ST Ceit i war

lodgs
1656 # 4 4 4 4 4 VAV NULTIPLE RECRESSIONC SO+ 0444
1668

1674= DEP. VAR... ENC ENCINEERING HOURS

1680=

14982 NEAR RESPONSE 1.945% STD. 2€v. 8148
1788

1718= VARTABLE(S) ENTERED ON STEP 1
1728= PROTO WUMDER OF PROTOTYPE ATRCRAFT

173

1788 MILTIPLE R 5797 ANOVA DF SUM SQUARES MEAW S4. 3
{758 R SQUARE +3257 RECRESSION 1. 2.984 2.984 8.763
1768= STO DEV 5442 RESIDUAL 1. 44717 M1 SIC. .82t
1776 AN R SWARE 2776 COEFF OF VARIABILITY  34,9P(T

179

179= VARIABLE 8 S.E. 8 F S1¢. BETA  ELASTICITY
1800=

1818= PROTC 47 160 4.763 821 ST 43093
1828s CONSTANT 1.081 .358 9.188 .89

18383

1849

1858

18602 3 4 4 4 4 4 00 44104000 IRV I IR IEY
1879=

188#= VARIABLE(S! ENTERED ON STEP 2

1890= TOCUMAL  WALINUM TAKEOFF CROSS WEIGNT

1988=

1930 MULTIPLE R 920 ANOVA DF  SUM SQUARES MEAN SG. F
19262 R SQUARE 4437 RECRESSION 2. 3.892 2.9 1L.1S
193¢= STD DEV 5815 RESTOUAL 13, 3.268 251 SIC. o8t
19402 ADJ R SQUARE ,5883 COEFF OF VARIABILITY  24.3PCT

1999

1960+ VARIABLE B S.E. 8 F SI¢. BETA  ELASTICITY
1979=

1986= PROTO A8 JU 1188 404 STy 43283

1998= TOCURAL A 430 11565 .68 6342 2.63634

1606+ CONSTANT -3.943 1.502 4.893 021

2618=1INITIAL RECRESSION SL/14/82 15.04.01,  PMCE 32
028-

2036 FILE - NOWANE  (CREATED - #1/14/82)

44

WS 2 02 0444 4 MULTIPLE REGRESSIONOGOS IS OIS0 4
[T

W70 DEP, VMR... ENG EMCINEERING HOURS

09

1098 VARIABLE(S) ENTERED 0K STEP 3

2100 NIULT LTIMATE LOAD FACTOR

g

UWs WLTIPLE R 9260 ANOVA OF SUN SQUARES MEAN SQ. F
3= R SQUARE S473 RECRESSION 3. 1.784 2,308 22.234
tide= STD DEvV 412 RESIDUAL 12 1.3 16 SIC. 000
130= ABJ R SQUARE 0094 COEFF OF WARIABILITY  17.99cT

ity o

UM WRIALE [ ] S.E. B F Si6. BETA  ELASTICITY
fai

9= PROTO 49 M 300 208 20841
1298 TOCUMI 579 A0 .4 08 12208 570008
Qi KINRT 1.3% QS 1.8 002 SO 14078
1220 CORSTANT  -12.206 2,316 20.102 .000

1208

e

250

n“-!...00.00.0!000.000.'.000000000000000
ool

2200= VARTADLE(S) EWTERED OM STEP ¢
279 1T

133




o 0 0 0 @ 0 o

@ @ o

-~

~N

o
3105 MLTIPLE R 7252 ANOVA DF SUN SQUARES MEAM SG. F
132 R SQUARE 8559 RECRESSI1ON 4 1.84 196 16,33

233¢= STD DEV L3464 RESIDUAL 1. 1.3 A28 SIG, 6
2348: ADJ R SGWMRE .B#35 COEFF OF VARIABILITY  18.2°CT
1358:

2348 VARIABLE B S.E. B F STC. BETA  ELASTICITY
379

1390: PROTO 217 105 L.208 .04 2978 usyy
23%:= TOCUNAL .831 280 13912 .3 107147 541359
80 N2ULY 1,358 A% ST 883 B4143 1.4388¢
We= T M7 A G40 44 AT L3S

2420= CONSTANT  -11.49¢ 2.5 20337 .

A= INITIM RECRESSION 01/14/82 5.04.81.  PACE 33
2048

24S8s FILE - MONAME  (CREATED - #1/14/82)

Web:

W= 2 4 A 4B ANULTIPLE REGRESSION®E 240444
468

2490= DEP, VAR,.. EMC ENCINEERING HOURS

1508-

2516= VARIABLE(S) EMTERED ON STEP §

2526: TNTAREA  TOTAL WETTED AREA

ok

2548 MILTIPLE R .9419 ANOVA OF SUM SQUARES "EAN S4. F

1558 R SQUARE 8872 RECRESSION 5. 8.128 1,626 19.73¢
2548 STD DEV 3214 RESIDUAL 18. 1.033 103 S1C. .88
1378= ADu R SQUARE .338% COEFF OF VARIABILITY  14.9PCT

58¢=

1598= VARIABLE B S.E. B F SIC. BETA  ELASTICITY
M=

1616 PROTQ rep 163 6.938 425 3777 2828
1628= TOCUMAL -2 487 J20 73 - 30063 -1.48872
2638= NWLT 1,238 335 13.569 .04 Je971 1.31622
w4 TT 129 ) 3.080 118 305294 4.26895

1658= TUTAREA -1.43 859 2077 127 L9267 -6.15289

2666 CONSTANT 1.328 8.448 27 813

2670=1 INITIAL RECRESSION /1482 1S.M4.01. PALE 34
Le8h=

2099= FILE - NONANE  (CREATED - #01/14/82)

7=

M= 22441822 NULTIPLE RECRESSION® IIIIIIOIL
4y

U7 DEP. VAR... ENC ENCIUEERING HOURS
74

1750= VARIABLE(ST ENTERED OW STEP ¢

2748 N2

2778

08 MLTIME R 9433 ANOVA DF  SUM SQUARES MEAN SO. F

7%= R SQUMRE 8998 RECRESSION é. 8.181 1,358 1218
S0 Dev 3350 RESIDUAL 1. 1.0 J2 SIC. .01

ABJ R SQUARE 8143 COEFF OF WARIABILITY  17.4PCT

|} S.E. 8 F SIC. BETA  ELASTICITY

%Eﬁgﬁﬁ
B

PROTO - A 5.4 . I3 L2932
TOGUNAL -1 J2% S -1 -1
ur 1.168 - 9.3 414 JUM 1,205
000 17 Nt A1 .28 8 2,835 501854
2008 TUTAREA ~t. 902 20 192 A -LUTH -5.50954
18 1 ) A 207 S e
1918+ CONSTANT . Bt N T 1)
921 INITIAL RECAESSION /148 5.8, PME 38

1934
048« FILE - MNANE  (CREATED - #1/14/82)

4 - RO

134
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(\

n @ O

o0 0 @ o o -

i

29;'l=nounnnul.THLE

978
2980 DEP. VAR... ENG
19%¢=

ENCINEER]

3060: VARIABLE(S) EWTERED ON STEP 7
Wi6= MAIMACH  MATIMUN MACH NUMBER

NG HOURS

RECRESSION S0 0t s

3029-

3038 MILTIPLE R L9451 ANOVA OF SUR SQUARES NEAN SG. h
3049: R SQUARE .8931 RECRESSION 1. 8.182 1.469 9.551
3¥56= STD Dev 3498 RESIDUAL 8. 979 .122 SIG. .2
3068+ ADJ R SQUARE .799% COEFF OF VARIABILITY  {8.4PCT

E L

3000= VARIADLE [} SE. 8 F SIC. BETR  ELASTICIT
E L

3188: PROTO 270 A7 .29 .#51 L6911 L2800
3114= TOGWMAL -3% 849 198 678 - 47315 -2
3128= NZULT 1.1n 399 §.787 .08 73389 LLISAR
138 17 137 N 2,337 S 3.23340  6.43953
3148z TNTAREA -1.469 1.835 2.015 19 -LTIE -6, 31414
3150= MXNZ .35 628 2 586 56489 06635
3166z MAIMCH -.895 1,384 250 .60 -.50838 - .#5563
3178= CONSTANT .52 9.642 48 .00

3198=
3198

3208= ALL VARIABLES ARE IN THE EQUATION,

218=
3224=
3234=

3240= COEFFICIENTS AND CONFIDENCE INTERVALS.

358
3268= VARIABLE 3
2=

3296= PROTO L2895
3299= TOGWMAL <3736
3300 NZULT 11775
310 17 1387
3328 TWTAREA -1.4085
3338= MINZ . 3563
3340= MAKRACH -.6948

3350= CONSTANT 2.5213
3348

% C

- 813
1343
2573

- 1495
-3.8843
-1.8924
-3.8874
19,7148

L
TLlL

463
1.5834

2.687%
U8
9172

1.0048

2.497¢

24,7565

3300: VARTANCE/COVARIANCE ATRII OF THE UNMORMALIZED RECRESSION COEFFICIENTS.

3374-
339
-
3416= N2 30456
U= 1T 1863
3430 PROTO 976

40s TICAL -.223n
3= TUTAREA - 47428
Ui MAIMACH -.85754

W70 KDLT -0
0o

e Az
50¢=

8

82= QULT 15923
383

354 . R
35

3[hss

3576 LINITIAL RECRESSION
5.

M9
39
- 0T341
-7
- 562
-zl

H1379
~. 04931
-.M8t7
-.0283%
- 61938

PROTOD

3399 FILE - NONANE  (CREATED - 01/14/82)
38

Wiz s 4o e p AL ANIU T IPIP

135

JU

82883  1.0M03%
JS2986 45854
I8 00

TOCHMAT  TUTAREA

0114/82 15.M4.0,

1.91483
-. 43341

PACGE 34

PELRECRTONSGSI LS GRS




(\

—~

o 0 0 6 O o

PPN - - - . - N

HWE

Jo30: DEF. VAR... ENG ENCINEERING HOURS

4=

3658

36602 SUNMART TABLE.

878

3680: STEP VARIABLE E/R F ORILT-R R-SO CHANGE R OVERALL = SIC.
349-

Mg | PROTO £ 8,783 571 .32 .32 ST 6762 .21
e 2 TOCWMAT E 11.565 802 543 317 .Sed 11,715 et
7= 3 WY E 18,885 921 .84 204 892 22.234 .08
3w & T 4 AW 925 856 M8 445 16.336 .08
g S TUTARER € 2.T77 942 887 831 .3 15.736 .00
%= 4 MINI £ 200 945 890 083 323 (1,66 .81
3768s 7 MAIMACH E J250 .94 893 .43 .l88 9.551 .08
3778 INITIAL RECRESSION $1/14/82 15.04.81.  PRCE 37
3788

3798= FILE - MONANE  (CREATED - #1/i4/82)

3800

Wiz 442 ¥ 420 PULTIPLE RECRESSIONISISFII GG
3828-

3838=

3848= RESIDUAL PLOT.

3850

I848= T VMUE Y EST. RESIDUAL -28D (K] +250
87

3866= 582 823 - .l

389: 698 756 -5 o1

1998 1.647 1.889 -2 1

M= 1716 1.763 -.#52 ol

3928: .46 3.454 H12 1.

3938 1.459 1.258 (] i .

194: 1.88¢ 1.995 Lt o1

3958 .45 2317 -m 1

148 2,435 .2 M3 1

3970 1.084 840 165 S

3964= 2.754 .25 497 !

199 1.813 2,331 -.518 . 1

He: 1,953 2.287 =318 . 1

W= .22 1.994 23 1 .

w- 1.917 . -0 .1

H¥: 3.M5 2,61 384 !

[

40382 WTE - (#) INBICATES ESTINATE CALCILATED WITH MEANS SUBSTITUTED
= R INDICATES POINT QUT OF RANGE OF PLOT

@16:

004

4099 NUNBER OF CASES PLOTTED 16,

4100 WUMRER OF 2 S.D. QUTLIERS (X ] § PERCENT OF THE TOTAL
Higs

120= V0N NEURANN RATIO  2.193% OURBIN-UATSON TEST  2.#5484
13

$140= WRER OF POSITIVE RESIDUALS 7.

4190 WINIER OF NEGATIVE RESIDUALS 9.

4140 WARER OF RUNS OF SICHS 8. .

(1Y, '

4100= NORWAL APPROZIMATION TO SICN DISTRIDUTION INPOSSIBLE.
4199s USE A TAILE FOR EIPECTED WALUES.

4200=1 INITIAL RECAESSION SL/14/82 150401, PAGE 38
Lrat g

12292

4230 (MU TINE REQUIRED.. 4148 SELONDS

4

2%

1248

L4270 TATA O TIN ISR . _T1U8 SEOMMNE

136
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APPENDIX E
REGRESSION REG 3




{2
3L ES

29

/1980 102057, RaGt

B 5 ¥OGELBRIX TOMPUTING CENTER
{4: NORTSELTERN UNIVERSITY

1302
1= §7 ¢
178:=

3 - - STATISTICAL PATKAGE FIR THE SQCIAL STIENIES

180= VERCIIN E.0 -- JUNE 13y 1979

199=
8-
fat o
20
239z RLN NARE
49: VARIZELE _IST
250
268: VAR LABELS
8=
299+
299
8=
2
i
3=
340
258=
8= TNPYT FLRPAT
379= 8 57 QASES
386= COMPUTE
398= COMPUTE
448:= CORPYTE
A8 IOPPTE
LoNPLTE
30: COMPUTE
g IO TE
459 JoMpLTE

= COMPUTE
479: CONPYTE
4202 RECRESSION
9=
<08
b

eng.
TS o

330
S48:
50
s
by U
588:
39
408 STATISTICS

INTIAC REGRESSION

NTA T MAXPACH) Ti™ SREA TOCURAY 2RTTE ;
NG DL MANMAT ) TC0L  RANF

NIULT ULTIMATE (A7 FATTIR/

WEINACH  WARIMUN WACH \UWBER!

THTAREA TOTAL WETTED AKEA/

TIGaMAX  MARIMUM TAKEGFF UROSS WEIGHT/
FRETC  NUMBER OF PROTCTYPE 41RCRAFT/
ENG  ENGINEERING HOURS!

00 STHER DIREZT COSTS!

MANMAT  MANUFACTURING MATERIALS/

TO0L TOQLING/

PANF  RANUFACTURING HGURS/

FREEFIELD ,
UNKNGNN

ENG=LNIENG) '
30K 300

TOGL=NTEL,

RANALT =N ("akMAT)

MANF=LN (MANF |

TUTAREA=LN - TWTAREA)

NDLT=LRINZ AT

NATRAC - LN {MATMATH)

TOCKMAT=LN (TOGURAY)

PROTJ=LNIPROTO)

VARTABLESSENG/NZUL™ 1 AYPACH, THTAREA

TOGWRAY /PRCTCoMAKNAT  RANF + T00L+0DC

RECREISION=ODC WIT- KIULT+MAXNAL-."WTARER

TOGUMAX,PROTOLL)/RESID =0

REGRESSICN=RANMAT WITH KZUL™ +MAXMACH, TWTARER

TOCWMAXPROTL /RES D=0

RECRESSION=MANF WIT» NIULTMAXRACH,TWTARZS

TOGHRAXPROTCLLY /RESID=S

RECRESSION=TI0L WITH NZULT MAXMACH TwTARER

TOGNRARPRITO (L) /RESID=

RECRESSIONZENG WITH NZULTHMAXNMACH THTAREA

TOCUMAX/PROTG (1) /RES D=0

ALl

bl READ [NPUT DATA

428

630 MOSLAB0 (N NEEDED FOR RECRESSION

b4hs
[\ H
[Y¥ 1]
470: EXD OF FILE ON
480s AFTER READING

499s1INITIAL RECRESSION #1/15/82 10.25.57.  PACE O

:
Tifz FILE - NONAE

FILE FAS !
§ CASES FRON SUBFILE NONAME

(CREATED - #1/18/62)

138




1=

Tt a et b e T IPLE REGRESG:IGAT v bttt b

4=

750

7682 JARIABLE
e

780 ENC
796 NTWY
890 RAIMRCH
810z THTAREA
820= TOGURAY
838= PROTC
8402 NANNAT
856 M
868 TOOL
870= 00C
889

89¢=

-

NEAN STANDARD DEV CRSES

[481 174 6179 g
2.2453 W g
399 392 4
77128 2983 £
16,780 56 §
2.989¢ 938 ]
4,28 ek 8
.85 At 8
1.5828 5873 8
4,902 2963 ¢

918= ICRRELATION CTEFFICIENTS,

928

978= & VAL OF 99.00080 S PRINTED
98f= o A CGEFCIZIENT CANKCT 2E COMPUTED.

938=

9d=

0= WL
980= PALPALA

99= “WTAREA -

L008= TCCUMAY
19:8= PRCTY
(626 AKNAT
1928 NANF
= TI0L

3524

58228 AT

DY AEIT H N )

TSRS (Y SN 1 R F e

2528 JeA8S Lzilee STV i

85529 LJBI59T  LTmiTE <2036 9545 L34e¥S
L8278 SAMS JT3%5E L2688 LEO2SF LISEAL
B2333 0 LATST LWkl 287 Llske O

1#58= 000 BT 332 WSS -ATTRA MY TN
\8b8=

1978 ENG NZULT WAIMACH  TWTAREA  TLLeMAY  PRUTY
988

1998

1106= HANF K2t

(igs TO0L
1120= 2B
1138

L3k TN
26 65829 84538

B O WANKAT  MANF 18

Bt
Lt

11702 NITIAL RECRESSION 0./15/82 10.25.87,  PAGE

1188=
1198= FLLE - NONMME
i298:
LUREEEREK]
e

<>

(CREATED - #1/15/82)

¢4MULTIPLE REGRESSICSNSISEIII ML

1239= DEP. VAR... OOC QTHER DIRECT (OSTS

124

1250 MEMN RESPONSE L §T0. DEV. 89429
1268

1270 VARIABLE(S) ENTERED ON STEP 1t
1286= PROTO NUNBER CF PROTOTYPE ATRCRAFT

1299=

1388= WLTIPLE R
{3183 R SQUARE
1328= §70 OEV
1330 ADJ R SOUNRE
1349

1390 VARIARLE
1380

1378 PROTG

Lems  seneeiie

708 NIOVA DF  SUM SOUARES WEMN SQ. F
4484 RECRESSION le ER -4 3.421 §.321
L6858 RESIDUM. 6. Lan W367 S16. 2
431 COEFF OF VARIABILITY  12.3%CT

L SE. 8 ¥ §te. BETA  ELASTILITY
I3 23 %3 e 99 ST

139

o < e It bt

PP




i

t

1

i
3BT LUNY AN P 1) ) PSSVAL N | 1}
139 ;
18
L
Ry ER IR S BE U BK 2K B B B NU IR B K B NE N R BRI B BN NC NN BN B BE BB BN BN BB BE B 1
1439
L4z VARIADLE(S) ENTERED ON STEP 2 *
1030 TOCUMAT  MATIMUN TAKECFF GROSS WEIGAT ‘
L4482
1470= WLTIRLE R L9768 ANGVA OF SUN SQUARES MEMR So. F
L480s R SQUARE L8779 RECRESSION I 4378 .87 7.9
1499z ST DEV LST11 RESIDUAL S, 89 438 8L, 988 .
1500: ADJ R ISUARE L8139 SCEFF JF VARIABI.ITY 7,500 B

) 1318
1320= VARIRELE B S.8. ¢ F s1c. BETA  E.ASTIIITY
13348:

o 548 PROTY 588 A5 4,793 .0l SIS 30949 ,
J538= TOCUMAL 1,950 326 10,987 #L SRITE LT r
1568= CONSTANT ETeN P (Y 3.79¢ .88 .
“5T6=1INITIAL RECRESSION #isi%iel 102557, PAGE ¢ 1
‘B fe !
(398= FILE - NONAME  (CREATED - #:/13/82) :
16M= ' !

PRSP MBI AAP S LTTPLE RESGRESSIONTIRESI VO 40 s

1438= DEP. YAR... 0DC OTHEX DIREST C997¢

16302 VARIABLE!S) ENTEREL N STEF
Lhbl: NTULT ULTIMATE LOAD FACTOR

wie:
1688 WULTIPLE R L9440 ANQUA OF SN S3UARES MEAN S3. 4
1696= R SG.ARE .89.4 REGRESSION D .3 LeTL ke
J708= S0 DEV L2967 RESI.AL L8 bl BYERHIEN N
(748 ADS R SQUARE .8109 LOEFF OF VARIAEILITY 7.98C7
=
1738 VARIARLE 3 S.EB F S1%. BETA  ELASTIUITY
T8
\756= PRCTS 99 NI A [N 1 63139 Ll
17482 TOGURAL 99t 63 1. S L9500 (17784
1778= NIUL® 950 1,56 S50 B¥e! FEN
788= CONSTANT -9.578 4058 5577 e
1798
{8M-
1818z F-LEVEL TR TOLERANCE-LEVEL IMSUFFICIENT FOR FURTHER ZOWPUTATION,
2=
1338
i848:
1838 COEFFICIENTS AND COKFIDENCE INTERVALS.
1849= )
1876= VARIABLE B 95 PCT .
1880 !
189¢= PROTO 95919 AHT L3
1988= TOGUMAY 9958 -3 LM%
1914 RTRY 9523 S2.TM9 &LA%
19282 CONSTANT -9.5736 -20.8293  1.4800
1936
19442
1950= VARIANCE/COVARIANCE MATRIX OF THE UNNORMALIZED RECRESSION LQEFFIIIENTS.
1960
1978 .
1989= NTWT 177323 !
1999 T0CUMAR -.1%886 29 i
908 PROTO 8T -l i
=
s NZWLT TOGuMAX  PROTO
%=
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M=
o8%9:=INCTIA. REGRESS N $1/1%730 19.29.57, eafe %
cods
T8 FLLE - MONARE  (CREATED - #i/13/80
989
W 4t R TIPLE RESREESSICINIIOEE ¢80t
2100z
2ii8= DEP. vAR... JDC QTHER DIRECT COSTS
L=
28
2148z SUPPARY TABLE,
het 1 B
2148= STEF VARIABLE E/R FOMULT-R R-S5G CHANGE 2 QVERALL £ Sll.
UM
189= | PROTO £ 9.320 L7808 486 88 T8 3,38, 8L
2198 2 TOGAMAX € B,987 ,937 .878 269 .0 IR IR |
2= 3 ONILLT £ LS5 LM B9 it 332 KL
2219=INCTIAL REGRESSION AR .57 PasE ¢
bl
wa30= FILE - NONAME  (CREATED - #:/:3/80)
cide:
WH ¢ 1 22 42 e 4 LT IPLE REGREZIIINSG SOV e84
et 1]
W=
2280= RESILLAL PLOT,
98
M= Y VALGE Y EST, ESIDUAL -280 [N ] *25%
PR B
23 L.547 4,294 253 i
2320 hA 3.086 - 87 .
el B 5.370 .28 Y :
3% [+ LN <430 .
pel o 5.361 TS 48 :
3N 5.18% 3.17¢ -2 -
2388 5.312 T8 b8 . .
398 $.96: 3,86t 835 ™
1
4103 NOTE - 19) INDITATES ZSTIMATE CALCULATED wITh MEANS SLBSTITUTED
U R INDICATES >0INT QU° OF RANGE F PLOT
2428
U
2490= NUMBER JF CASES PLOTTED 8.
L4682 NUPBER OF 2 9.D. MUTLIERS § OR § PERCEN™ OF THE TUTAL
wise
2088 VEN NEURM RATI0 S 98187 DURBIN-WATSON 7237 L.69638
2494

2900 WMESR OF POSITIVE RESIDUMS 3.

13162 NUNBZR OF MECATTVE RESITuMS 1

1520 WNBER 3F RUNS CF SISNS 7.

fe U

T340 NORMA APPROXINATION TO SISN DISTRIBSTION IWPGSSIBLE,

2390 USE A TABLE FOR EXPECTED VALUES.

2360 INCTIAL RECRESSION 01/13/82 19.28.57. Mg 7
un:

2300 FILE - WONAME (CREATED - 81/13/82)

13%:

Whhs s s o v 00 e MUL T F_E RECRESS:OCNEGSIIEIIDOQLES
Wi

220 0EP, VAR... WIRAT MIFACTRING MTERIMS

2000: WEAR RESPONGE L2 §T0. DEV. A

L6b0 VORIARLE(S) ENENED 00 STEP |
2070s TOGUMAL  MATIVUR TMKEOFE CROSS WE1OW"

2668
U MTPER NN W OF UM SQUARES MMM S5, 4
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CI9% K SyLane il RKeoRbytiuN i Iy Jrest P

2718= ST DEV 10e%% RESIDUAL b, 305 N

1728= ADJ R SQUARE .8944 COEFF OF VARIABILIT" 5.30C7 i
s |
1748= VARIARBLE ] 2 ] F EN BETS  ZLRSTILITY

bep O

U768 TOCHRAL 1,496 A9 61557 .60 95436 7.798%0 :
2778= CONSTANT 11,832 4L L5 B« T YN | :
kel

198 &
808

20105 4 2 4 4 4 440 EIEA YNt

74

2830= VARIABLE!S) ENTERED ON STEP 2

2840= NIULT LTIMATE _JAD FACTIR '
856 '
868= WULTIFLE R JATTE Angva OF SUN SQUARES MEAN 4. B

%70 R SQUARE 343 RECREZSION . 3.0 1.637 b 1)

2880= 570 DEV 1766 RESIDUAL S. - N U |

t399= Ao R SQUARE 9344 SOEFF OF VARTABILITY 8,207 F
290:

29182 VARIABE H SE. B F si6. BETR  ToagTInITY

9= 4
L33 TICemAY 1375 38 759 .08 JBLlL TSkl '
2348 NZULT et 1A L7 .88 fes E a8

J350= CONSTANT ~2aAm LT - LN |

C9bB=1INTTIAL REGRESSIIN 8i..5/80 BT, (. 2

2988 FILE - NONME USRERTED - BL/1S/SD) !
299: 1
e84 v 22 ¥ F e ] T2 RELRICESIONSEII RS '
e

3028= DEP, VAR... PANRL™ MAKUFAITURING MATIRIALS ‘
2838

3648 VARTABLE S} ENTERED I8 STEP 3

2030= °RY7E NUPBER IF PROTOTYOE QIRATAAFT

W=

W78 WULTIPLE R L9538 ANGVA BF M SEUARES MEAN iQ. s

W88z R SGLARE L9043 RECRESIION 3, LI Y 3801t

3098 57D DEV L1499 RESIDUAL [ Bt i PO N TN

3U08= ABs R SQUARE ,941% CJEFF OF VARIABILITY LIPT

Ft &

3.20= VARIADLE B L 3 sit. BETA  ELRSTIINTY

3=

3149 TOGuMAL 1,323 BT B6- 1A | 1Y 3Ty A LS [ 9]

31902 NZALT 1,33 579 S22 8L ] TS

748 PROTD 883 i) HLT T 73 a3 45875

378 CONS™AN" -13.38% 1783 TS e

3=

3lig

3=

k740 RN I IR I S BN IRV I AR BN BT I O B SN OF B BE DN BV BR BY N AR BX B BV RE BN KON O )

32

3238 VARIABLE{S) ENTERED ON STEP 4

3249s TWTAREA  TOTAL WETTED AREA

k¥e 3

3260= MLTIALE R L9884 ANOVA DF  SUM SQUARES NEAX SQ. F

3279 R SQUARE L9493 RECRESSION L8 3.32% 831 23.318

3280+ S70 BEV 1848 RESITJAL 3. 8 - 035 815, M2

3299= AD. R SQUARE 9287 COEFF OF VARIABILITY [N [ond B
330: ‘
3310 VARIARLE ] S.E. 8 F SI¢. SETA  ELASTICITY

33

3338 TOGURAY L343 89 91,969 .88 87466 3.480%7

334 N2ULT 1328 437 4,311 3 20038 ki >}

2358 PROTO S8 78 959 W Y LY BT
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3%68= TYTARER % ] B LI 94 M8 LT
3378 CONSTANT  -14.949 3452 879 e
32801 INCTIAL RECRESSION #0505 B.005T. PAGE
339
2400 L.t - NONANE  (CREATZD - #1/15/82!
348
U 48t p 0 0 M YL TIPLE REGRESSIINGCEHE I 0y
3438
3448z JEF. VAR... MAKMAT NANUFACTURING WATERIALS
S
3440 VARTABLE(S! INTERED ON STEP
3470 MAIMACK  RAXIMUR RACA NUMBER
3=
U9 MLTIPLZ R 9861 ANOVA OF SUM SQUARZ:S MEAN <G. s
3508 R SQUART 9703 REGRESSION 3. 3.33% 46T L3
35t= STD DEV 2179 RESIDUAL 2. 693 L3 L
3528= ADS R SGUARE 9030 COEFF 07 VARIABILITY S.2T
352
3548 VARIARLE B SE. ¢ F S1¢. BETA  ELASTIULTY
59
3568 TOGHRAY 1.450 L33 19340 M8 SeELL
3970 WL L7 S0 ERH Y Joa8E9
35882 PROT0 A7 290 NI A 11
3599= TWTARER el 349 IETL N 1Y 08538
S608= PAIMALK Rt ST B 9% <985
bl CONSTANT  -l.i9 3.5 3,307 uk
3628:
3638
448= ALL VARIABLES ARZ IN Thi EQUATION,
369=
J6b8:
78
3680= COEFFITIENTS AND SONFIDENZE INTERVALS,
U=
3768: VARIALLE 4 93 PCT Ll
e
3720= TOGENAY 1,479 M3 LT
3736= NILLT 1,459 -1.988 4.298¢
3144 PRGTI S -.3:7% 4455
3736= TWTARER 200 -1.2390 L7
3768: MAXRACH =.1678 SLA LA
3770 CONSTANT  -36.59686  -42.0082  8.279¢
388
379
3300= VARIANCE/COVARIANCE MATRIX OF THE UNNGRMALIZED RECRECSICN COEFFILIENTS,
3814
3828
3030 NIULT 432973
3848 MAIPACH R I ]
3850: TWTAREA M3198  -.05030 L1211
3800:= TOCUMAL L33 -0 B2 11322
3070+ PROTC MY T - S - MTAT 8D
%:
" NTWY MINACH  TUTAREA  TOGWMAX  PROTL
390
H

W= LINITIAC RECRESSION

HAYRL 10.25.97. MR

39

3940: FILE - NONAME  {(CREATED - 01/1%/82)

3%

e 12 0 2 20 0 mYTIPLE REGRESSIONOGIEOSS Q0
76

3900: DEP. VAR... WANAT MNUFACTIRING MATERTALS

1999:
1994

”‘.I* SUMMRY TABLE.
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R4
4436= STTP VARIABLE E/R FoOMULT-R R-53 THONGE R ONERAL. 7 SIG.

1549z

Wies L TOLuMRX € $1.957 9% 911 .91 993 LY .em

8= 2 ALY 3 4778 9T 9% .3 S LN e

e 3 PO £ 1081 983 %4 M2 3T 5301 L8

088 ¢ TNTAREA ¢ 207985 .90 093 - 6.8 M3

998 5 PMIPACH B L85 .98 970 L83 LIS A 2

Hi#8s1INITIAL REGRESSION r18/8 14.29.57. AT o

LY

4120= FILE - WONAME  (CREATED - 91/13/82)

4138

APz 4 2 4 2 2 A A MY LT IPLE REGRESIISNZIGCSEIIOLI O

4154 '
4é0= !
H76= RESID.AL PL0T.

[} 2

A199= Y VUALUE Y EST. RESIDUAL -2%3 (K] L

$288:

$218= 4058 423 s .

Lrid o 1M 2.997 R o

8230 430 [ 41] B4y M.

LU N3 4,502 Ry .

1258 4,268 S0 -5 . !

1248 3.8%7 3.8 #7 T

278 272 3.3 -5 ol

4288 <28 5.22¢ 1o . ]
09= l
4308 NOTE - t®) INDICATES EETIMATE CALIULATZD WITK MEANS SUBSTITUTED

3i9= R INDITATIS POINT QUT OF RANGE OF 2197

4328 '
L] O %
348= NUMBZR OF CASES PLOTTED 8.

4358 NUMBER OF 7 S.D. DUTLIERS 8 R # PERCENT 17 THE Ti7a

L

L376= VON NELMWANN RATIC  3,3549¢ DURBIN-wATIIN TEST 1,938

380

4398= NUMBER OF POSITIVE RESIDUALS b,

4449: NURBER OF NEGATIVE RESITUALS 9

44102 NUMBER OF RUNS OF SIONS 3.

-

48302 NORMAL APPROXIMATION TO SION DISTRIBLTION IMPOISIBLE.
A44¢= SE A TABLE FTR EXPECTED VALUES.

4430=1 INJTIAL RECRESSION #1/.5/80 19.25.57, PAGE .2
L4409

4479z FILE - NONARE  LCREATED - 95/1%/8D)

uae:

WMz 1 e a et LT 2L REGIESZIONSR &2
1508

13i0= DEP. VAR... MANF BANUFACTURING nOURS

520

4530 WEAN RESPONSE 3,853t $70. DEV, 44337

344

453> VARTABLE(S) ENTERED OK STEP |
4360 TOCWWAL  MAXIMUR TAKEJFF CROSS WEIGHT

579

1380 MLTIPLE R 8929 ANOVA OF UM SQUARES MEAN SQ. F
439 R SQUARE 7966 REGRESS W 1. .38 2,308 23,483
4609= S70 BEV 3134 RESIDUAL [ 38¢ 498 SIC. 82
4416= ADJ R SQUARE ,7427 COEFF OF VARIABILITY 8.1PC7

L628=

4630 VARIARLE [} S.E. ¢ F i, TR ELASTICITY
[T

46362 TOGUNAY 1.280 264 13,497 003 8925  3.%62T2
4640 CONSTAN -9.949 LA 1219 3
4670=
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Y

L3

7608 ¢ 3 3 4 2 4 4 4 40 1 421U IIEEI IR NI LY
LT

4720: VARIAG.E(5) ENTERED ON STEP 2

4738= N1 ULTINATE LOAD FACTOR

1748
A750: MLTIPLE R L9333 MMOvA OF UM SQUARES MedM <S5, £
4768= R SQUARE 8748 RECRESSION . 2,93 1.287 AR
4778+ STD DV L2494 RESIOUAL 3. 363 N NN | 1)
1780= AD. R SGUARE 8247 COEFF CF VARIAGILIT 7.08C7
A798=
1886 VARIABLE B S.E. E F 316, BETA  ZLASTILTY
) LT
4820 TOGmAY 1,439 W24 WA S 79388 LBkt
4238= NULY L6l 98 3428 AW 295 A8TLE
s 1340 CONSTANT e o 19.500 97
4836= INTIAL RECRESSION 6580 0.35.T7, LTS
[REN 1Y
4870= FILE - NONAME  (CREATED - #1/15/80:
8=
1399 ¢ v s ¢4 404 e ML LUTI?2LE REGRIGSIINS NI O
1509:
4318= DEP. VAR,.. WANF WANUFALTURING NOURS
4928=

4939= VARIABLE(S) ENTERED 2N STE? 3
4948= TNTAREE OTAL 4DTTEL AREA

L1758
4940 LTIRLE R J9387 ARQVA TF SN SQUARES  MEAN 56, 3
4378= R SQUARE 8584 REGRESSION 3. 2.%51 58 9.8
4988= ST0 DEV L343 RESIDVAL [N L M8 116, .00
19%8: ADJ R SQUARE .7907 COEFF OF VARIARILI™Y T6P07
008
60 VRIALE ] St ¢ 3 % BETA  EA¢TIUIM
5028
5630 TilCumal g 285 M5 e 81982 Ltk
T80 N2UL” 1608 08 L3708k e AGE
6%8: THTARER 187 A28 139 487 8830 a6
940 CONSTWT -l $.508 T.043 857
678
5080
5098
I“SOOCIOQCO00.000.00!00!0!0!0.!000!00000
Jits:
Si20= VARTABLE!S! ENTERED OM STEP 8
$.38: PROTY WUNBER OF PROTOTTPE AIRCRAFT
Siige
5158 MLYIPE R L9290 ANOVA DF  SUM SQUARES “EMn §§, ¥
3ibdfz R SQUARE L8817 RECRESSION &, 2.9% &3¢ LBA M
$i70= ST DEV 3508 RESIDUAL 3 L3482 B FUIEHAN L1]
5186z ADJ R SQUARE 7240 COEFF OF VARIABILITY 2,8PCT
1=
Y S200s VARIABLE B S.E. B F S1¢. BETA  ELASTIIITY ]
Siie:
5228= TOGUMAY 1,148 51> SR $98- 1/ QN ' 4 S1L27  3.26mS
o 5230 NTULY 1.816 1,183 1.966 293 9% 95392
S2U8: TUTAREA JA13 A R B! N 1470 BT £74
$238= PROTO 2% Jd4 430,087 R < JURNN [hred X
S0 CORSTANT  -13.898 6,208 493 a2 o
SUSSLINTIN RELRESSION /1382 10,2057, ME C
5280 i
S298s FILE - WONARE  (CREATEC - 91/1%/8D) |
5308 i
30 a0 0 00000 RYLTIPLE RECGRESSIONGSOIOIITEOIOLY !
3 t
$330: BEP, VAR... MANF MRUFACTURING HOURS
L
i
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23802

9336= VARIABLE!S) ENTERED ON STE® 3§

3368= MAIRACH
3378

9380= MULTIPLE R
33992 R SQUARE
S4#8= STD DEV
S418: ADJ R SQUARE
S428:

5430 VARIAL.E
g

438 TOCHMAX
S4b8: NI

3478 TUTAREA
SA88: PROTH

S498: MAXMACH
5588= CONSTANT
55105

RAXIMUR MACH NUWBER

J939¢ ANOVA
5828 RECRESSION
4128 RESIDUML
5898 COEF® OF VARIABILITY

1.3
1,492
8
A4
-89

-18,98¢

S 8

OF SU% SQUARES “EAR Ss.

®
we

.

¥

3738
128
499
4
1%
1827

9570= COEFFICIENTS AND CONFIDENCE INTERVALS,

.53 St

P
N %]

38 el T ()

18.7°c7

sic. BETA  ELASTICITY

B 5 K224 IR 1 cxad

378 <t L LHN |
7183 S9930 S
990 N PN 1
90 - 05818 - 0ise3

8

95 207 T4
-7 AT
~4.8185 5.9
-2,63%1 3858

-1 T8
S3ART L
-60. 9767 3..5988

3698= VARTANCE/ZOVARTANIE MATRIX f THE NNORMALIZED REGRESSION COEFFILIENTS,

JA9p3L
- 47980
- 33431

833

NRIMACE T

43652
22803
-8

WTARES

boH

3536 ALL VARTABLES ARE IN THE EQUATION.
3548

9556

3568

588

3598= VARIADLE ]

36M:

il TOCAmAY Py K]
S628= NTLY 14922
5638= TWTAREA L8T7
T648: PROTY 8245
S638= mAXMALE - 53
Sb6: CONSTANT  -12,989¢
5478
56882
768
b
S728= NLLLT pRYelt: 1)
5738 maINACH -.3905
S748= TUTAREA .ila89
STI= TOCkMAL 0230
ST69= PROTE 391
bl
3788= NTULT
S798:

S808=

AT

RS A UL BN T

TOGNMAR  PRETI

381031 INITIAL REGRESSION §1/19/82 10.25.%7, valz
3828=
3636 FILE - NONAME  (CREATED - #1/:5/80)
84
W= s 3228t RULTIPLE REGRECGSIONS SISO OL L
868
S876= DEP. VAR... WANF NANUFACTURING HOURS
3886
58982
39862 SUMMARY TABLE,
910
$928: STEP VARIARE E/R F MLT-R R-SQ CHMNSE R OVERAL. F SiE.
3930
S99 | TOGMMAX E 23.493 893 797 797 893 13,495 .3
5958 1 WL 3 3423 .93 473 .t LN 17.45 .00
I8 3 THTRER € 189 938 080 .08 - 23 9.818 026
5970 & PROTO 3 433 .93 881 e 283 5.5 .-
3980 S MIMKH E 018 94 083 0L (736 3.0 .88
39991 INITIAL RECRESSION 81735780 19,25.57. PAGE
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L=
6018z FILE - NONAME  (TREATEL - #1/1%5/82) .

L808:

W= 4 v v v MUYLTIPLE REGRESSION®S PSS 00 00y

b04p:

1,1

4046= RESIOUAL PLOT,

(13 B i
6088: Y VALUE v EST. RESITUAL -250 s.9 «250

409¢:

i .99 3.993 M98 1

[0 2.3803 2.798 085 1.

8129= LN 34 4,283 A28 i

4138 L A .82 1 .

bidgs 3.408 4129 -5 i

3= 3.526 LN LH M7 1

bibh= 3.3% 3,343 -8 i

[3%{ B 4,785 4,485 S48 .

3% J

6199= NOTE - (&) INDITATES ESTIMATE CALCUATED WITH MZARS SUBSTITVTEL

L2 R INDIZATES POINT QU7 5F RANCE 3F PLCT b
[P B

228

6230 NUMBER OF CASES P_ITTE 8. ]
L24#: NUMBER OF T S,D, QUTLIERS [ v # PERCINT OF "~ TiTaL

b238=

6046 VON NEURANN RATIO  2.00%47 DURBIN-WATSON TEST  Z,62994

L219=

4288= “UMBER OF POSITIVE RESIDUALS 6. K
4299= NUWBET OF NECATIVE RESIDUALS 2. ,
L3089z NUMDER OF RUNS OF SIONS 5.

[XH 3
4328 NQRMAL APPROXIMATION “Q SISN DISTRIBUTION (WPOSSIBLE.
$330= USE 4 TABLE FOR ERPECTED VALUES. :

6340=1INLTIAL REGRESSION /18782 10.25.57,  RARE 1Y
2=

6568z 7i.E - NCNAME  (CREATED - #1/1S5/82)

8208

L300z ¢4 2t 0 e a a ML LT IPLE RECRESSIONIISIDIIGBIIG
4298

5409= DEP. VAR.., TOOL TOOLING

LU

b429= MEAN RESPONSE 1.98223 570, DEV. 38733

s438=

S48 VARIABLELS) ENTERED OM STEP |
430= PROTD NUWBER OF PROTOTYRE AIRCRAFT

b4gh=

847¢= MULTIPLE R L7904 ANOVA DF UM SQUARES WIAN SQ. F

4458= R SQUARE 4262 RECRESSION i 1312 LUl S
4499= STD DEV 3875 RESIDUAL [N 2 158 516, .00
5308z ADJ R SQUARE ,S448 COEFF OF VARIABILITY  24.5°CT

[T

4328= VARIABLE ] S.E. B F SIC. BETA  ELASTICITY
8339

45482 PROTO A8 453 1005 009 TN T8
4330 CoNSTANT fore] A28 392 A

43482

4578=

43082

6390 5 4 4 2 1 240010400 IIRITIIININ NS
600 i

84105 VARIABLE(S) ENTERED ON STEP 2 '
620% NIULT  ULTINATE LOAD FACTOR

Wi

4402 WLTIPLE R 8554 ANOVA IF SUM SQUARES YEMN SQ. ¢ |
43582 R SQUARE 7848 REGRESSION 2. 1.893 S aam !

o een am. Anme amacans: - .an see anm t
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vobl: 3 U WY RS AL SN AN
4578 ABJ R SIUARE L6979 [OEFS OF VARIABILITY
88

b VARIABLE 1] S.E. B F
L7100

87182 PROTY AT G 3.

4720 XL 1.988 I L) 3.488
4738 JINSTANT 4,00 2.482 R
S740=1 TN TIAL REGRESSION

3

6768z FIE - NONAWE  (CREATED - 91/1%/80:
(32 B

e o v b
H R EiA
o

Sil. BETA  ELASTIIITY

I AT 74820

BiL 9798 LS

an

153 18.25,%7, PAGE i3

G790 v e e b a o s a M, L TIPLE RECREISIINGSI S E 000 s

4199

4808: DIEP. VAR... TOOL TISLING

8819

4828 VARIABLE(S) ENTERED 2% §T2® 3

6836= TOCMRAY  PAXIMUM TAKEQFF GRS WEIAT
6340=

6858 MULTIFLE R 9475 Anova DF  SuM SQUARES MEMN 3§, B
L868= R SSUARE L8235 RECRESIION 3. L.98¢ b [Tyees
68702 570 TeV .3245 RESIDUAL 4, A2 B I b4
L268= ADG 3 SQUARE 6911 CCEFF OF VARIABILITY  28.4PI7

44%9=

4988= VARIAELE 13 SE® 4 Sid. BETA EASTILITY
Late=

8928= PROTO 438 G430 1e.e%e 830 1 S B VAl
6928 NILLT Lab4 1413 4TS eri TV et
5344 TOCKNAL 287 ek 835 .39 P TR 1
L9%4= CONSTANT -6, 489 3387 3478 08

494¢=

6970

4988

S/ DRI I I B A B K S R S BN B IR R SRR 2% 2L NE BR BN B 2R B BER B BN BENE I}

1008-
7018= VARIAELELS! ENTERED ON STEP 4
T928= TWTAREA  TOTAL WSTTED AREA

3=

T040= WLTIELE R 9104 ANOVR OF <M SQUARES MEAN SQ. F
T856= R 33UARE ,8258 RECRES3ION s, .98 564 O )
To68= §70 DEV .3713 RESIDUAL 3. L BEC AN
THT6= ADS R SGUARE 644 COEFF OF VARIABILITY 23,3747

7988

T054= VARIABLE B SE B F
i

138 PROTY A28 v 7.63%
T126= NTLY 1,607 1,268 L4l
71302 TQCuMAY 3% ST 782
Ti49: TITARER 87 49 M

7190 CONSTANT -8.01% 6.868 1,434
T168=1IN;TIAL RECRESSION

"=

7180 FILE - NONAME  (CREATED - 91/:5/80)
9%

Sit. BETA  ELASTILITY

A2 K3 155 T | L
239 30589 L.AMtSE
2 LM 126788
JEL H7963 (8318
S

Bi/15/62 10,2557, PAGE %

208z ¢ 4 42 44 a4 RYLTIPLE RECRESSION® s o0t

At o
7228+ DEP. VAR... TOOL TOOL i NG
13-
T248s VARIABLE(S) ENTERED ON STEP 8
TT36: WATMACH  MAXINUM NACH NUWBER
12682

7200 MLTIPLE R L9116 MNOVA DF  SUM SQUARES WEAN SQ. F

7280 R SQUARE .8311 RECRESSION 5.
7299 S70 RV 451y RESIRUAL 18
7308= ATJ R SQUARE 4887 COEFF OF VARIABILIT
318
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7378z TNTAREA Ja13 RO AR 9 RO B R
7380= MAIPALH -7 T8 21 .88 - 48856 -.a8T
7398= JONSTANT -9.47% 124123 L3065
488
T4i8:
T8I0 AL JARIABLES ARE IN THT EQUATION.
7338

T448=

) 7458:
b= COEFFICIENTS AND CONFIDENCE INTERVALS.
"=

s 7486z VARIAPLE B 93 PCT CL5 .
1439 _
T<He= CRIT A3 -, 3854 1.2378 :
S19: UL L7282 -S.ME B F
7328= TIUWMAY A9 -5 MK
7336= ToTARER AR ~2.980F 3393
T549= PAXRACH - RN 31788 4
7508 JONCTANT -9.4788 -41.8380 42,4099
7568=
7579
7588 VARIANCE /COVAR.ANCT MATRIX OF TKE UMNORMALIZEZ REGRESSION 222773
7398=
1489
7618 NIULY 2787
7428 MRXMACH - 47882 S04
T638: "wTAREA REC TN 1 5244
75882 TI0URAL BT SN 1 L) 24939 AeL27
T658= PROTI NI A8 - U - Bk 83558
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7488
T498=
T766=1INITIAL REGRESSION [ IYLT1 T TP b Ra5z 3
Tie=
T728= FILE - NONANE  {CREATED - #i/1%/80)
me=
=4 4 4 a4 s 0 8 4R ULTIPLE REGREZSIINCEI 1 b4y
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7800
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1828
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) 048 2 NTULT E 3.685 .88 .78F 138 M8 KN M T4

7%= 3 ToCuMAY E 898 L9897 823 .M 508 [ Yol N 4]
T840z & TUTAREA E L T RO | 3N ] 3.636 .59

- 878 3 watMACH E 2T ST 831 L W 1,968 370
T88#={ INITIAL RECRESSION 011/15/82 W.2%.9.  PAE U
78982

. 7998: FILE - NONAME  (CREATED - #1/13/82)

T918:
W22 NULTIPLE RECRESSIONGSIA 400
1938
19482
7958 RESIDUAL PLOT.
946
7970 Y UALUE 1 EST. RESIDUAL -29D (K} +280
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R 1433 il
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el LI <933
.08 i 7%
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= NOTE - 1) INDITATES £3TIMATE
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. e e

ILTATED W1 MERM BBSTITUTED
5FRANGE B LY

$120= NUMBER OF CASZt PLOTTELD 2.
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y B
2158 VIN NEURANN RATIS 208500 DUREIN-#8730N TELT R LT
28
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2.50= VUMBER OF NEGATIVE RESIDUALS 3
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82H=
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BTIM=LINITIAL RTORESSIIN 0S80 0,253 e
8243
8058 FILE - NONAME  (CREATED - #1,.3/820
2248=
Bll= 4t o v e b s e MY TP E REGREISIOIR B4 440
e o :
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3298
330 MEAN RESPONSE .05 S7C. DEV. 51793
bx B
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8430= TOCWMAL Lol OB - FN 1) 31481 T.74572
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3448=
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8700
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238 RuN NAME FACTOR AMALTSIS

U= VARIABLE LIST FTWT/FNIUSFRIPVFTOLIATT ANIU
258 ARXMIATOC CTHTVCNZU CRIMSCTES
U FELARICC PN AN CNFNNR, TN

218+ INFUT FORMAT  FREEFIELD
280 INPUT MEDIUM  DISK

299s N OF CASES UNKNOWN

380= COWPYTE FRsFTINT /S0
310 COMPYTE AA=ATHT/AT0C
320= CONPYTE Co=CTWT/CR00
330= COMPUTE FNFNZUNFTRY
349 CONPYTE AN=ANZUSATHT
358= CoMPyTE IN=ONZUACTHT

FH=ENZU/FNIN
KR=ANZU/ANTE
CH=CNZU/CNER

368 TOMPYTE
370= TOWPUTE
328 JOMPCTE

399 FACTY VARTABLES= FTWT TJ CTOC/TYPE=FAL/
4= ROTATE=QUART IRAX/

418 VARIABLES=FN AN» N/ TYRE=PAL/

[ B ROTATE=QUARTINAL/

438= VARTABLES=FF 22, (T TYRI=PAL/
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558= END OF FILE ON FILE 0AZ
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WS137S V2194
e - H7SE
-.B8158 S.o068
L334T - 5042

28519 N

16,4232, PACE

10,4232, PAGE

)

H




2 0 @ o -~

-~

1509

15:9:
1528 WARIABLE EST COMMUMALITY FACTOR EIlIv.ALJE 07 Cum PO

153:

154 FTET 1.00000 R B4 L

1556 FNL 100000 AN 11 B B |

1540 Frxr 10008 3 Lt 8.8 ek

15782 F100 30008 4 LG S 69 A
1588= AT 100608 s AT S

1594= ANZ. 1.60000 6 N1 TN

1608 Amin 1.00004 7 I BT N

16102 AT06 100000 8 N T K .
1628~ LT 1.60008 9 N I N

1630+ OOy 100000 1 N IR T

16482 OO 1000 TR JBR I N

1456= CT00 1.60000 12 2000 -8 e

16602 1FACTOR AMALYCIS BITLIED 440 RE
1679

16802 FILE - NONAME  (CREATED - #3/20/82

1698:

1789

1719: FACTOR MATRIX USING PRINCIPAL FACTOR: NG (TERATIONS

1728

173

1748«

1750

17662 FACTOR & FACTOR 2 FACTOR 3 FACTOR 4

1778

1788 77Ut TR 1T BN . Y- B

1798 PNz SITAE a5 es13E - 3ust

190 Faxn N R 11T S T )

18182 FTO6 (8555 LHSE e LS5

1608+ 477 L7433 S22 800 -8

1830 ANLU 53246 -zseee <795 -.1728

1948 anp -.26693 12 9% 70898

1950= 4706 H9TOT 4952 M9 -

1968 CTW" Y IT B v TR ' N

1878= CN2 108 LBMIS L13e86 L4439

1888= THI 47383 -LMEFS 959 -.leuf

189= £T00 LU SO TS Y £ 11:: N 1

1984:

1914:

1928+

1936

1940 VARIABLE  COMMUNALITY

1956:

1968 FTHT 97332 ‘
1978 PR 99374 {
1986 FAIN 96299

1998 FT00 95047

W AT 97685

2810 M2 99997

W2 99962

238~ ATOC 98685

44 (VT 430

056 (X1 90265

2ide CNe 43434

W76 CT06 .99998

2008+ 1FACTOR AMALYSIS 0322182 WAL, PME 7
U9

2106 FILE - WONME  (CREATED - #3/22/82)

Ui

v |

213 QUARTIMAL ROTATED FACTOR MATRIX
L1402 AFTER ROTATION WITH KAISER NORMALIZATION

3% O
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Slods

t ume ‘
2188: :
299: FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4
¢ e
28 FTNT bl 34929 11259 18324
2228= FNY 518 -.30935 M2 T 1
- L 2238 Faxm 5783 -t 6819 (25166 A
24 FT06 23386 27688 .81292 3979 v
258= ATt 93478 20 - 1768
C 2= mny BUEL -.THS ane7 288
276 amn 16827 20212 -89 16779
2288s ATOG .68927 8240 -.85Me 99
O 2% cwr T I T} Y ST ) 1)
2308 ONZU S298 LOSTS T -.3Esi
2318: N 53389 -.Tin o, 82875
o 28000 SIPETE I -1 1 ABLeT  -.97998
233=
34
s
2368-
237#: TRANSFORMATION MATRIX
e
2299:
288
(Wi
- FACTOR | FACTOR 2 FACTOR 3 FASTOR ¢
2430:
2448: TACTOR 3 89555 -.dses] 46793 J3see ;
245¢= FACTOR T 29483 EOTSE -.30L00 5545 ,
Ueh= FACTIR 3 AbGd - 195D L oM94 - 83820
2479= FACTOR 4 -.2057 4597 GH9T - 48
Z4BH=1FACTOR ANALYSIS $3/22/82 4232, RRTE 6
9=
2500- FILE - NONAME  (CREATED - #3/22/8%;
i
2528+
2539= FACTOR SCORE COEFFICIENTS
2544=
2559-
[ 2548:
o
2589= FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4
C 5%:
208= 5 3% L34459 RT3 4300
2618 FRL 288 .17 -7 2817
C 228 e STISE -89 2591 89
238= FT0¢ -5 R 2un M5t
2648 ATWT 26982 57T - 282
O use -.0T3e - #5135 48028 37157
248 AN JA19% - 41235 42625 12848
U7 ATOC .21348 JAS248  -.47385 832
Q 2 cWT 22859 -0 1887 -.249%8
U= Oy s \33195 837 -.15268
1700 Cagn 0 - 25189 S5 - 0N
O 7 0 - M3 387 J1718 0 -.42628
0
2730: ERROR WUNBER.. 843, PROCESSING CEASES: ERROR SCAN CONTINVES.
C uu
7%
2768s CPU TINE REQUIRED.. L1538 SECONDS ;
0 o .
7%=
7%
r 2008:
Wi - - - o - ERROR SUMMRY - - - - -
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@ o ~

-

e © ~ -

-

N CECL I LU

s

LTARIAILD LIST T TNIueT

[ 2 Lt
194200087

LB=CONPUTE
224=CONPLTE
238:C0MPUTE
24=CONPUTE
50:C0MPUTE
TTL=FACTOR
299

-

i

b o

3

J68:READ (NPLT DRTA
LBAVELFALINGG
L RETURNGY

L SEWING SRS,

FAITOR AMALTIDE

S ATRTIANTL
ARIMATO0 Tt s NI CHIR CTO0
FOvaR LOoF AN NP I MR 0
FREEFIELD

DIeK

HNKNINN

FF=FTWT/FT0

ABSATHT/ATIS

CC=CTNTATIC

FN:ENZUHFTUT

ANANZUMATY

CN=CNZUCTWT

FR=FNZU/ IR

NR=ANZU/ARIY

CH=CNZU/IMIN
VARIABLES=F™ AR L0/ TYPERAL S
ROTETE=QUART IRAX,

LSS RN O TIRERRAL/
Timax

nes Tae
Y-

< S7E8 De0AL) LFATHLO=ABRY 1L 2l AR

PSS ERRORS
GEDIT LS

A
wtR

188>
Lif=g
18 #3/22/80 15.26.05. FRGE
128 VOGELZACK COMPUTING CENTER
R NORTHUESTERN UNIVERSITY
158=
169 3PS S - - STATISTICAL PACKAGE FOR THE S00iAL SCiENED
118
188 VERSION £.8 -- JUNE 1B+ 1979
199
0=
2=
FrO .
3= RUN NARE FACTOR ANALYSIS
249 VARIABLE LIST FTWT/FNZU FRINFTOC,ATHT 1 ANZU:
pal AMINLATOC CTHTHONZU I CNEMCTO0
248 FFaARICE PN ARSI CNo PN CH

278 IWPUT FORMAT  FREEFIELD
280: [WPUT MEDIUR  DISK
9% N OF CASES UNKNOuR

38:= COWPUTE
38= COMUTE
328 COMPUTE
338= COMPUTE
348= COMPUTE
359= COMPUTE
368 CONRUTE
376= COMPUTE
388 COMPUTE
399: FACTOR
-

FFTHT/FIO0
MSATUT/ATOC
CO=CTUT/CT06
FRSENZUFTYT
MNZUATHT
CNeCNTURCTUT
FASFITU/PNIR

o AN T/ AN
CAsCIU/CHIN

VAR TARLESSFF M CC/TIPESF AL/
ROTATE-QUMRT AL _
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AD-A123 8438 AIRFRAME RDTSE COST ESTIMATING: A JUSTIFICATION FOR AND 3/’
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UNCEASSIFIED C L BECK ET AL. SEP' 82 AFIT-LSSR-56-82 F/G 1/3 NL




o £
o £ 1=
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413 VARIABLES 7N NNy CN/ TTPESFAL/

C e ROTATEsQUART IMAT/
438: VARTABUES=FN Ao CNIFRo MR CR/ TYPEsPAL/ !
us ROTATE-QUARTIMAL/

C 450 oTIONs ]

4obs STATISTICS AL .
478 REAL 1NPUT DATA '
498

490 00053100 CX MEEDED FOR FACTOR d
-

316= O OF FILE OW FILE DAZ
528 AFTER READINC ¢ CASES FROM SUBFILE NONANE
S30:1FACTOR ANALTSIS $3/22/80 15.26.2%. PASE 2
48
30: FILE - NOWAME  (CREATED - £3/22/82)
4=
S18s
586: VARIABLE MEAN STANDARD DEV CASES
9=
8- 77 597 8208 [
b18s A4 485 M7 [
4283 (C 20 28 3
6305 FACTOR ANALTSIS el
40 )
638: FILE - WMAME  (CREATED - #3/22/82)
C  ue

18

688 CORRELATION COEFFICIENTS,.
t 6992
-
ne:
8-
138= 13 L] [
T48:
756= FF 100000 -.§3852 - 12US
748= AR -.§3852 1.00080 - 4920
718s CC - 12348 -.49291 1.00000
T86=1FACTOR ANALTSIS 03/22/82 15.26.29., PAGE 4
198:
800s FILE - NONAME  (CREATED - €3/22/82)
8
ri
8§38:
848
858 VARIABLE £ST COMMMALITY FACTOR CICOINALUE PCT Cum PCT
8=
878 FF 1.00080 1 150832 6.8 560
$00: M 1.00006 1 101867 33.9 83.9
94 CC 1.00008 3 06 6.t 10600
00=1FACTOR ANALYSIS R 15229, PMRE S
918
120 FILE - NOWME  (CREATED - 63/22/82)
-

@ © o n

]

(]

15.26.29.  PACE

[

~

N
“930e FACTOR MATRIZ USING PRINCIPAL FACTOR: WO ITERATIONS

FACTOR 1 FaCTOR 2 !

0 O 0 ¢ 0 6 n»n n o

1028 FF RU.RT
,. 1836 M R
| 1948 CC MmN K

‘o)
¢

Vil e grarey)

178




. et ———— -

]

By

o

@ @ o

M-

1088=

10982 VARTABLE COMUNAL I TY

1100

1119 #F R L

1128: M JIek

113 € Jeue

1140s1FACTOR ANALTSIS 13/2/82 13.26.29.  PME
1158+

1148s FILE - WONAME  (CREATED - #3/22/82)
178

1108=

1199 QUARTIMAI ROTATED FACTOR MATRIX
1200« AFTER ROTATION MITR KAISER MORMALIZATION
116

120

120

1204

1258 FACTOR t  FACTOR 2
1240

78 FF 3972 98816
1288= M 87036 -.13812
129¢: CC -.85121 - 47029
1308

1318

1328+

139:

1348= TRANSFORMATION MATRIX

1352

1368

{374

1308

139¢= FACTOR 1 FACTOR 2
1408

e FACTOR 1 L0028 28
1428: FACTOR 2 -.12888 99248
143=1FACTOR ANALYSIS 83/22162 5.26.29. PMCE
1age

1458= FILE - NONMME  (CREATED - #3/22/82)
g

1476+

1496 FACTOR SCORE COEFFICIEWTS

1498

1502

1818

1328

1538 FACTOR 1 FACTOR 2
134gs

1350= FF - 5167 R
1568 M 58136 - 16798
157 & S8 -1
e - _

1990« ENAOR WUMIER.. $43. PROCESSING CEASES) ERMOR SCAN CONTINUES.
1488

m .

120 CPU TINE REQUINED.. 0096 SECONDS
1638

e

1458

164

W .. IR SUBVRT - - - - -
1608¢

1608

17908

1710 CAROR WYRER.. M3

ATt WRIARE WAE ON SUBSEOUENT WMRIADLES LIST IS W07 _
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SHOPTIONS s |
¢ JMSTATISTICS AL ‘
J2REAL NPUT DATA
« SINEFAL IO
R
SUCH PROGRAM CALL WARE - ¥
+ RETURN i} P
. RENIIF (SPSS \DAZ F A
SUCH PROCRAN CALL NV - RENIWF i
+ JEMIND 1 SPSS 1 DAZ 1 FAY !
+«SPSS1D2DA2 1FAALLOSABRY L2W1 IR |
) 553 N
«EDITHU1,S ‘ J
L 1

o

@ @ ¢©

1834

1188

129= 03/22/82 15.41.26. PME &

13 VOCELBACK COMPUTING CEWTER ,

U NORTHUESTERN UNIVERSITY

C 156 ]
168 S PSS - - STATISTICAL PACKAGE FOR THE SOCIAL SCIEMCES

~

178 A
C e VERSION 8.8 -~ JUKE 16 1979 '
199:

-
( s &

ana.

N 238 RUN RARE FACTOR ANALYSIS i
(' 200 VARIABLE LIST FTWT.FNZU,EMINAFTOCATRT AN, |

250 ANINSATOC CTHT A CNZUICHIRICTOR
8= FF oA CC PNy AN N PN OB i
G 274 INPUT FORMT  FREEFIELD !
289= INPUT MEZIUM  DISK i
290= K OF CASES  UNMNOWN |
C 208 COMPUTE FF=FTUT/FTOC '
318= COMPUTE M=ATHT/ATOC !
320: CONPYTE CCCTHT/CTOC “
C 138 cowutE FNsFNZUsFTIT !
8= CONPUTE MMTUSATYT !
358= CONPUTE CHaCNZUACTIT j
C s cowute FNFAZU/FHIN g
378: COWUTE ANZU/ NI ;
306 COPUTE  CReCAZU/ONIN !
G 3 FNIR VARTABLES +FNyAN» CNo P Ny CH/TTPE 2PAL/
- ROTATEsGUART [WAL/ ‘
; 419s OPTIONS 5 H
Qs STATISTICS AL ]
A30= READ [WPUT DATA j
I .
© @ 190« 00953100 CN MEEDED FOR FACTOR ,
: - *
i - A OB OF FILE ON FILE M2 :
© O e TR REAIIC ¢ CASES FROR SUBFILE NOWVE .
! A91FACTOR MMALTSIS QIR 15.0.2. PME 2 |
: 5 [
i O Sie FILE - WNME  (CREATED - 3722702 ' y
: S2¢: ‘
“. H
C ;:: VRIARE WEM  STAOMRD DEV CASES \
‘ S48 FX 20999,3734 81,7198 i
( 1= M 175871000 nn.me )
ey SN W -
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5995 F1 6521 2735 .
| ] 2.6154 7.1018 ¢
; 16 OO ST 18507 ‘
‘- ( €20 1FACTOR AMALTSIS 03/22/82 15.4.26. ©OME 3
. 30
o48: FILE - NOKNE  (CREATED - $3/22/82)
.
-0 e
470 CORRELATION COEFFICIENTS..
90
C s
70
it
o m ot ~ o (] [
18
T4 1.00000 43000 S1375 - 214 06217
0O "kwm AU LN -2 -4 R
To8s O 51315 -.03792  L.00M -.52386  -.0e3MC
T FA L2018 - 5135 52380 LM -.T8L19
C mem 217 JIME -2 -8 1.0
79%: CA L0084 -27888 39962 84638 -.43399
898
C am
820:
838:
C s o
258
8= FN 20004
C e m -.27908
£96= O -,39982
898 56838
98 W - 4330
918s ON 1.00004
( 928+ 1FACTOR MAALYSTS QIR 15412, PMRE 4
934=
94 FILE - NONNE  (CREATED - 43/22/82)
958=
C
978
9%
. Q998 WRIABLE EST COMUNALITY FACTOR EICENVALUE PCT CUR PLT
3 [ ] ‘“‘ il
1918 P 1.00008 1 279583 M. Kb -
C umm 1.00008 2 1LANS 44 .2
1698 O 1.006M 3 LMW e w7 l
1946 P 100000 ' ST 62 NG v
- O i 1.00000 s N S X
‘ 1048= O 1.00008 ¢ TN
: 1676=1FACTOR NMALTSIS Bi2se 1542, PKE S
N BT ‘
; (09 FILE - WONME  (CREATED - 03/22/82) . '
] 1100 ‘
- @ e l
; {120 FACTOR MATRIT UGING PRINCIPAL FACTOR: N9 [TERATIONS :
§ 1198 )
. @ 11w !
¢ 115
; 1168 4
O ume FACTOR 1 FACTR 2 FACTOR 3 ‘s
| 190
i 1198 PN M BN MW
i O 129 JHN -U T2
' 1219 C8 4581 JWE -
: 1228 W MM - am
C 1w IR T
X L D L Y - - N ————e
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- ——

e

1268

1278

1288

{298 VARIARE COMMUNALLTY

1368

1318 PN 90452

1328 AN 1232

1338 CX 9935

1348 P S4277

1358 ™ 9391

1368 C0 88256

1378s1FACTOR ANALYSIS 03/22/82 15.41.26.  PNCE
1308

1398 FILE - NONAME  (CREATED - 63/22/82)
1408

1418

1428:  QUARTIMAI ROTATED FACTOR MATRIX

1438s AFTER ROTATION WITH KAISER NORMALIZATION

1444

1456

14482

1476

1488= FACTOR 1 FACTOR 2 FAMCTRR 2
1498

{508 FX 17588 - 14006 97188
1518= AN 91629 2946 28816
1528: O -39 -84 A48
1536 F¥ - 60575 48872 -.#3683
1548 a8 L9538 -, 12661 - 41768
1556= C8 -.36286 11878 4831
1548=

1576

1568

159¢=

1606 TRANSFORMATION MATRIX

1610

1628

1638

Lédg=

1658= FACTOR 1 FACTOR Z FACTOR 3
1668

1676= FACTOR | 80496 -.5793% 12002
1688s FACTOR 2 - 4892 -.38%37 8272
1690 FACTOR 3 42091 Jisa ST

1708=1FACTOR ANALTSIS 83/22/82 1S.410.26.  PAGE
1718

1728= FILE - MONAME  (CREATED - #3/22/82)

1730

{14

{730= FACTOR SCORE COEFFICIENTS

{140=

18

178

1=

L FACTOR ! FACTOR 2 FACTOR 3
1814

1620« PN S0 342 47081
1830= M A4y L4900 JN
1040= CX -8 - BN 24289
18630 FH -iny 31503 SR
1840 W M HS -1
1478 C0 -.8853 42

Y ad
1588=1FACTOR AMALTSIS n§i/e 15.4.20. PKE




pE————

@ 0 o ¥

—~ ~

n O @ € 0 O 6 o 9

1$:9s IRV TIME REQUIRED., 98 SELONDS
1928

1938

1944=

1938s TOTAL CPU TINE USED.. {726 SECOME
1%

1970

1900

199

W00= AR COMPLETED

me

2020= MMRER OF CONTROL CARDS READ 21
2530 WPBER OF ERRORS DETECTER '
2045

2050eE0R

" - ——— - > T = W WS T W Wm - e o
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i e —

-~

@ @ o -~

~

~

0O 0 0 ¢ o o

108:1
110§
1282 93/22/62 15.18.55. PMGE
13 VOGELBACK COWPUTING CENTER
149 NORTHUESTERY UNMIVERSITY
158+
1= § PSS - - STATISTICAL PACKAGE FOR THE SOCIAL SCIEMCES
{78s
198s VERSION 8.6 -- JUNE 18, 1979
199
28
U=
us
230+ RUN NAME FACTOR AMALTSIS
248 VARIABLE LIST FTNT FNZUSFRINFTO0ATRT ANZU,
Fe AR ATOS :CTNT o CNZUCHIMALTOC)
8= FE 1A COoFN AN CH I ML O
276: INPUT FORMAT  FREEFIELD
208 INPUT MEDIUM  DISK
298: N OF CASES  UNKNOWM

366 COMPUTE FFsFTHTIFTON

319 COWPUTE ARATUT/ATOC

328= CORPYTE CC:CTUT/CT06

330 COWPUTE FNsFNTUSFTNY

34 JOWYTE A= ANTUIATUT

358 CONPYTE ChCNTUeCTUT

368 CONPYTE FR2FNZU/FRIN

378= CONPYTE N AKZU/ANTR

308= COMPUTE CRONZU/CNIM

399= FACTS VARTABLES=F U AN N/ TYPESPAL/
L ROTATE=QUARTIRAL/

o= VARTABLES=FF 1M CCITYPEPAL/
L7 ROTATE=QUARTIMAL/

438 VARTABLESF Nl CR/TTPE=PAL/
e ROTATE:QUARTINAL/

- VARTABLESSFM Al CI o F o My CH/ TYPE2PAS/
L ROTATE :0UARTIMAL/

470= OPTIONS N

498= STATISTICS ML

496= READ INPUT DATA

S6=

Si0: MON33100 CR MEETED FOR FACTOR

bl

53+ END OF FILE O FILE DAZ

S48 AFTER READING & CASES FROM SUBFILE NOWAEE

S39=1FACTOR ANALYSIS s 15,1855, PAGE
E

S0 FILE - NOWAME  (CREATED - 03/22/82)

=

-

0= VARIARE L 1] STANDARD DEV CASES

=

2 A NI 4RI ¢

3= M {75607.1000 7n.sms ¢

4= N 14,4008 . 1497 1

458:1FACTOR ANALTSIS 0]3/22/82 18.18.95.  PMGE
e

$70= FILE - MONANE  (CREATED - 83/22/82)

[

9

708 CORRELATION COEFFICIEMTS. .

T

T2

T3

[PV S AP - o P r——— - o~
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2 0 0 0 @ 0 o O

-

A

Tis

ke 1] Ni [* ]

Tebs

Ts £N 1.00008 A3 51378

708 M 34 100000 - #3792

19 Ch S13T3 -.83792 1.00068
:u-xmm AALTSIS $93)22/82 15.18.55.  PAGE
i§=

828s FILE - WONAE  (CREATED - #3/22/82)

B844:=

56

L

7= VARIABLE EST COMRMALITY FACTOR EICEMVALUE PCT Cum PCT
89

"= M 1.00000 1 165541 .2 0W®.2
996= AN 1.00600 2 1,027 36 89.8
918 (N 1.0000¢6 3 N8 102 180
928:1FACTOR ANALTSIS #3/22/82 15.18.55.  PAGE
38

9%44= FILE - NOWANE  (CREATED - #3/22/82)

%=

98

978= FACTOR MATRIX USING PRINCIPAL FACTOR, NG ITERATIONS
[:7 13

99¢=

1008

il

1628= FACTOR § FACTOR 2
1838

1044 PN 92228 H93R
1636 AN 9733 77688
1068 (X T.4897¢ - 65862
1§78

1080=

1099=

1108

1118 VARTARE COMMUNALITY

11202

1138= N 85648

1144 M 93259

1156= ON 9953

1168=1FACTOR ANALTSIS 83122187 15.18.55.  PAGE
{176

1188 FILE - MOWWE  ICREATED - 83/22/82)
1199

1208=

1216s  QUARTINAL ROTATED FACTOR MATRIX
1228 AFTER ROTATION UITH KAISER NORMALIZATION
1200

2=

125

1288=

e FACTOR 1 FACTOR 2
1280 - -

129%= i JA235 AT
1300 M JSIs 96588
1318 N SUTS - 1348
1328+

1398

1340

1358

1346 TRANCFORMATION MATRIT

1378

1308
139

-~ — - - P e em . - e W
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@ 0

~

O 0 06 e o o n

A

N

RN B FACTOR | FACTOR 2
{428

1438: FACTRR 81986 LE8520

1448: FACTOR 2 -.58523 L5108

1058 1FACTOR ANAL!SIS §3122/82 15.18.55.  °AGE
1448:

1470 FILE - NONAME  (CREAIED - $3/22/80)
1408

4%

1508 FACTIR SI0RE I2ETTICIENTT

151

1528

1538

1348=

1350 FACTOR | FACTOR ¢
1348

570 N RUTH Rosie ]
1588 AN <57 RN
(59= O 78984 - 27854

J608:

1618 ERROR NUMBER.. 843, PROCESSING CEASES, ERROR SCAK CONT:MUES.
1628

1638

1648= CPU TINE REQUIREL.. S840 SECONDS
{654=

(bt

1678

1688=

Y, DR ERROR SUMMARY - - - - -
(T84

aie=

1728=

1738 ERROR NUMBER., 843

174 VARIABLE NAME ON SUBSEQUENT VARIABLES LIST IS MOT
1758= INCLUDED IN THE FIRST VARIABLES LIST
1768

1778: TOTAL CPU TINE USED.. T8 SECONDS
1780

1798

1680=

1818

1828= RuM COWPLETED

1839=

1848: NUNBER OF CONTROL CARDS READ 7

1850 NUMBER OF ERRORS DETECTED 1

1868:5

C e e ———— - - s




O 0 06 6.6 O 0o o o

e ————_————— s o

N

TR &
KT )

198:RUN WOE
LIB=VARIABLE L
128=

132

FACTOR AMALYSIS
IST FTRT FNZUSFRERFTOC ATHT  ANZY
ARINLATOC CTUT OV CRINL CTOC
FEoARsCCo PN AN CoF I o N O

180:1NPUT FORMAT  FREEFIELD

138 INPUT REL]

[ R

140:N OF CASES UNKNONN

176=CONPYTE FFaFTHT/FTO0

198sCOMPUTE MATUT/ATOC

199=CONPUTE CC=CTWT/CTOC

2W0=COMPUTE FN2FNZUSFTUT

US:COPUTE ANZANZUSATUT

228:COMPUTE CNzONZUSCTUT

238=CMPUE FH=FNZU/FRIR

L40:=CONPUTE NR=QNZU/ANIR

258=COMPUTE CH=CNZU/CRIR

28:FACTOR VARIABLES: FT4T 70 CT0C/TYPE:PAL/
b ROTATE:=QUARTINAY/

2883 VARTABLESzFN+ ANV CR/ TYPE=PAL/
298= ROTATE:QUARTINAL/

M- VARIABLES=FF1AAYCC/TIPESPAL/
318- ROTATE=QUARTINAL/

328: VARTABLES=FN NN O/ TIPE=PAL/
338: ROTATE=QUARTINAL/

3= VARTABLES=FN: AN TN+ PN CH/ TYPEZPRL/
5= ROTATE=QUARTINAL/

368:0P7] 8

378=CTATISTICS At

388sREAD INPUT DATA

+ SAVEFAZ NG

« REPLACE »FA2,1D=0020

LE NANE FA2 HAS BEEN REPLACED
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